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I. INTROWJCTiœï . 

This chapter contains: (1) an introduction providing the back

ground and the factors for prediction of student success in journalism 

at Iowa State University; (2) a statement of the problems including 

the basic assumption, purposes, problems, and working hypothesis; 

(3) the sources of data for the study. 

A. Background and Setting 

The I960's ushered in an ever increasing wave of students to the 

college campuses. However, this Influx of students was dispersed over 

all academic departments. Price (53) wrote that journalism enrollment 

soared to record highs in the mid I960's and universities across the 

nation showed journalism enrollment gains at every level, A national 

total of 19,229 journalism students were enrolled in 1965, Consequently, 

with ever expanding enrollments, college journalism departments found 

that more thorough research of the academic behavior of their graduates 

was necessary. Academic selection or screening practices may beccmie a 

necessity in the future. 

Typical of the national scene, the Iowa State journalism department 

announced sharply increased enrollments for the years 1967-69, While 

the entire university enrollment predictions for 1970 indicated an 

approximate 10 percent decrease, the Department of Journalism and Mass 

Communication estimated an approximate 34 percent increase in enrollment. 

Therefore, for practical reasons, a need to investigate the academic 
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behavior and traits of Journalism students and subsequent graduates 

became evident. 

One other event further accentuated the need for study of student's 

success in journalism. The 1970 Iowa General Assembly, reduced the 

budget requested by the Iowa Board of Regents. The results were de

creased funding for the state supported universities. Faced with the 

increasing enrollments and possible shortage of funds the need for 

further delineation of skills necessary for student academic success 

was apparent. Thus, the basis of this study was initiated. 

To obtain a representative population, journalism graduates from 

a five year period (1965-1970) were studied. The frame or population 

of these years was 217 graduates. Final data included the 215 students 

whose permanent records were found. 

Using multiple regression techniques and path analysis, the final 

prediction equations and path models were reached. 

B. Statement of the Problem 

The problem of the study was to develop, investigate, and analyze 

the academic patterns of Iowa State journalism graduates from 1965-

1970 and attempt to ascertain and determine possible insights or in

ferences regarding their academic success. For this study, student 

success in journalism was determined by the students' completion of 

the requirements necessary for graduation from Iowa State Department 

of Journalism. The student grade point averages, then, were considered 

as a quantitative measure of the students' academic success or achieve-
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ment. This study was further designed to develop, investigate, and 

analyze the data in terms of developing a more thorough pattern of 

investigatory procedures relevant to the statistical methodology used. 

Two general purposes were defined: (1) to determine the influence 

of student achievement in university academic areas, previous achieve

ment, and aptitude on student's academic success in journalism, and 

(2) to compare and contrast insights and inferences regarding student's 

academic success resulting from various multivariate statistical approaches 

such as multiple regression and path analysis. More specifically, the 

problems were; 

1. To develop a methodological and theoretical approach to 

analyze the data using three multiple regression techniques. 

Specifically: 

a. backward solution 

b. forward solution 

c. stepwise solution 

2. To develop a theoretical and conceptual framework for the 

methodological approach of the path analysis and causal in

vestigation on predictive or explanatory data. 

3. To compare and contrast the insights and inferences gained 

from the different multivariate statistical methods. 

4. To determine what combination of academic predictor variables 

might be used to predict student academic success in journalism 

at Iowa State University. 
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The rationale underlying this study is stated in the following 

basic assumption; Student success in journalism at Iowa State Uni

versity, as indicated by graduation and measured by grade point average, 

i s dependent upon a C(xnbination of behavioral factors unique to each 

individual. This rationale generated the null hypothesis which was 

tested in the study: No combination of academic predictor variables 

can be used to predict students' academic journalism success at Iowa 

State University as measured by the graduates' records from 1965-1970, 

The stated hypotheses necessitated the selection and delineation 

of predictor variables in these areas: 

1. academic achievement at Iowa State University 

2. academic achievement at high school 

3. test aptitude prior to college entrance. 

The implications of this study could be helpful for guidance of 

prospective and presently enrolled journalism students. Professors 

and instructors might also be able to imply what specific academic 

skills or criteria appear to be related to student achievement. 

For the initial development of this study and the appropriateness 

of the data for conceptual model building, the usefulness for prediction 

of students' first quarter grade-point-averages at Iowa State University 

was investigated by first viewing these predictor variables. 

1. English Placement Test (EFT) 

2. Minnesota Scholastic Aptitude Test (MSAT) 

3. High school rank (HSR) 

Student achievement or success in academic endeavors at Iowa 

State University was evaluated by the grade point average for all 
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areas of study at the termination of the first quarter. 

In further developing this predictive study, the utility for 

prediction of student journalism success, as measured by the student's 

journalism grade point at Iowa State University, was investigated by 

then viewing these additional predictor variables. 

1. English and speech success at Iowa State University (ES), 

2. Humanities success at Iowa State University (HUM) 

3. Social science success at Iowa State University (SS) 

4. Life science success at Iowa State University (LS) 

5. Mathematics, statistics, and computer science success at 

Iowa State University (MATH) 

6. Physical science success at Iowa State University (PS) 

7. High school rank (HSR) 

8. Minnesota Scholastic Aptitude Test (MSAT) 

9. English Placement Test (EPT) 

However, since it was theorized that success in journalism was, 

in part, a measure of writing and communication skills, the English 

training courses were partitioned into two areas and listed as; 

1. Student's English writing achievement at Iowa State Univer

sity which remained as variable X^. 

2. The English literature courses, which were listed under the 

classification of humanities. 

The classification of college courses into categories was deter

mined by using the indices given by the Iowa State University general 

catalog (38). 
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G. Objectives of the Study 

The objectives of the study were: 

1. To determine what academic areas could be used as predictors 

in determining student academic success in journalism at Iowa 

State University. 

2. To attempt to ascertain whether or not certain multiple re

gression applications were capable of yielding additional 

insights when employed in the analysis of the data. 

3. To attempt to ascertain whether or not additional insights 'were 

gained when the causal framework was utilized in the analysis 

of the study. 

4. To provide methodological Information which might be utilized 

in applying statistical applications to future predictive 

studies. 

3. To attempt to illustrate the additimaJL. insights and inferences 

gained by utilizing the causal approach in the analysis of 

the data of this study. 

6. To demonstrate the applicability and relevance of conceptual 

model building in predictive and educational research. 

To accomplish these purposes or objectives, the dissertation is 

divided into six chapters. The second chapter will be a discussion of 

the review of literature relevant to the appropriate segments of the 

study. The methodology for data analyzation and design for the study 

are discussed in the third chapter. The fourth chapter will include 
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all findings and analyses results of the study. The fifth chapter in

cludes a presentation and discussion of the data collected. The final 

chapter will summarize the findings and provide a summary of the find

ings of the study, conclusions, and recommendations for further study. 
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II. REVIEW OF LITERATURE 

The primary purposes for the review of literature are; 1) to 

determine what theoretical work has been done in the area of concern, 

2) to review what empirical work has been accomplished in the area 

of student achievement in college journalism, 3) to provide a sound 

basis for the theoretical framework of the study; 4) to provide a basis 

for analyzing and interpreting the data of the study; 5) to provide in

sights as to what operational techniques, methods, and procedures might 

assist in conceptual model building relevant to this particular jour

nalism study. 

Basically, the review of literature attempted to set the founda

tion for this study. The review of literature can best be used by 

integrating some of its relevant materials into the appropriate sub

divisions of this chapter. These categories were essential in pre

facing the later sections of this study. 

The review of literature is presented under the following headings: 

A. Theory linking causation and educational research 

B. Causation 

C. A review of empirical studies that relate to the methodology 

or factors on student achievement in college journalism programs. 

D. A review of multivariate statistical concepts and empirical 

studies of the following statistical conceptualizations. 

1. General regression comments 

2. Multiple regression analysis 
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a. Backward solution 

b. Forward solution 

c. Stepwise solution 

3. Path analysis 

a. Historical review 

b. Insights of path analysis 

c. Objectives of path analysis 

d. Theoretical concerns of path analysis 

A, Theory Linking Causation and Educational 

Research 

Probably a more inclusive view of the methodological approaches 

to the problem will be gained by scanning the relevant areas of con

ceptual and theoretical concern. This will be done separately in more 

detail later in the study, but will be generalized in this section. 

First of all, multivariate techniques were not a recent innova

tion of statistical investigation (63). More specifically, causation 

was not a recent adaptation in statistical thinking. Indeed, the de

bate on cause as such is as old as recorded history (28). Philosophical

ly, the views regarding statistical causation were widely diversified. To 

engage in a lengthy philosophical debate of statistical causation would 

be, however, beyond the scope of this study. However, the theoretical 

basis for causal model approaches certainly was considered and time 

invested therein. 

As causal theory became more inclusive, from genetic research 
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(63) to social sciences (6, 9), the relevant theory changed as well. 

Thus, statements representing causal or explanatory relationships re

lated to more and more areas of educational concern. Social scientists, 

concerned with the component aspects of such areas as the decision

making processes, were beginning to explore new and vitally more in

clusive methods of investigation and analysis. Causal theory, which 

will be developed more thoroughly in a later section, came into promi

nence with a decision-making orientation (14). 

Educational research, while focusing its attention on a vast 

area of study, adapted various multivariate techniques as a means to 

an end. 

B. Causation 

The theory of causation has been discussed and studied for many 

years. The important concern for this paper, however, is focused on 

the needed theoretical approach for the proposed methodology. 

How has cause been defined? Nagel (47) defined the cause of an 

event as anything which is thought to be, to some varying degree, re

sponsible for that event. One point which grew from this theoretical 

view was that cause was not said to exist but merely assumed to exist. 

Causation, as we know it today, evolved from a natural science 

background. The cause-and-effect theory was begun by natural scientists 

looking for curative and generative techniques and variables (13). 

Physicists, chemists, and geneticists were the scientists most involved 
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in the initial stages. The theory which the natural scientist usually 

proposed was the deterministic theory. 

The deterministic theory stated: (30) 

If X then Y or X—which says that if X occurs, then a Y will 

follow or, if Y is found, then X is within the causes that preceded 

the event. 

Therefore, X was an example of the true cause-effect theory of 

that day. Essentially, it agreed with John Stuart Mills' method of 

agreement, or as Cohen stated: 

If two or more instances of phenomena under investigation 
have only one circumstance in conmon, the circumstance in 
which alone all the instances agree is the cause of the given 
phenomena (18, p. 251). 

The arguments and extensions of these developments increased 

until causation theory had been expanded to include the following theories: 

Method of difference: 

If an instance in which the phenomenon under investigation 

occurs, and an instance in which it does not occur, have 
every circumstance in conanon save one, that one occurring 
in the former, the circumstances in which alone the two 
instances differ is the effect, or the cause, or an in
dispensable part of the cause, of the phenomenon (18, p. 256). 

Method of residues: 

Subduct from any phenomenon such part as is known by previous 
inductions to be the effect of certain antecedents, and the 
residue of the phenomenon is the effect of the remaining ante
cedents (18, p. 264). 

Then, the utilization and extensions of these theories by the 

social scientist moved the theory to a more all-inclusive proposition 

of causation and explanation. Consequently, the theory of concomitant 

variation, the basic theoretical consideration of this study, came into 
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observance. Essentially, concomitant variation is stated as: 

Whatever phenomenon varies in any manner, whenever another 
phenomenon varies in sœne particular manner, is either a cause 
or an effect of that phenomenon or is connected with it through 

some fact of causation (18, pp. 261-262). 

This outlook on causation was referred to as multiple causation. 

Nagel (47) and others of the same theoretical beliefs have forwarded 

the present approach to cause and effect. Basically, they state that 

a cause might have been partially responsible in the "causing" of 

the event taking place. Probably, a more important aspect of this 

theoretical conceptualization can be derived. That is, a set of causal 

factors cannot completely claim absoluteness, Blalock (2) has argued 

on somewhat the same basis. He suggested that special attention should 

be given to the delineation of causation, mainly noting cause and effect 

of the nomologicaJ networks. However, Blalock has pointed out that 

the issue of causation rests solely on the theoretical basis. He stated 

that causal thinking belongs completely on the theoretical level 

and that causal laws can never be completely demonstrated empirically. 

What this entire causation trend did was to attempt to better 

understand the universe as a continuous, changing environment. Blalock 

said ; 

If we ever wish to understand the nature of the real world, 
we have to act and think as though events are repeated and as 
if objects do have properties that remain constant for some 

period of time, however short.... One way of dealing with the 
problem is to make use of theoretical models of reality (2, p. 7). 

Theory, then, was merely a picture of reality, snapped at a par

ticular time and focusing on a changing set of events and causes (33). 
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The focal point of the theory purported by this study will be 

derived from the interventionist model theory. According to Feuer 

(32), the interventionist model of causal theory has become more 

prominent in the past twenty years. 

The intervention theory relates that an individual or group of 

individuals can manipulate a situation and the existing state of affairs 

so that what follows would not have occurred without the intervention 

(43). 

Theorists, at the beginning of the 1960 decade, began to take a 

more inclusive view. Mario Bunge (14) stated that causation on causal 

models were component relationships of changing situations. The notion 

of causation which this study used was to study a causal system in 

terms of explanatory magnitude. The theoretical model for this ex

planatory relationship became: 

Explanatory variables System Explained outcome 

or variables ^ properties ^ or response 

Since the boundary frame of this explanatory system can be governed 

only by the researcher's choice, Blalock (2) suggested that all variables 

of this model be considered as causal variables. 

Simon (56) listed asymmetry as one component part of causation. 

Asymmetry, unlike functional relationships, is listed as irreversible. 

The function of empirical research in the causal approach developed 

and assisted the conceptual model theorists with practicuum results. 

Causal methodology, then, can be used to demonstrate the goodness-of-fit 

of the conceptual model building stage. To further the view, Blalock 

states. 
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The fact that causal inferences are made with considerable 
risk of error does not, of course, mean that they should not 
be made at all. For it is difficult to imagine the develop

ment and testing of social science theory without such infer

ences. Since they are in fact being made in practical re
search. ... (5, p. 5). 

Finally, the function of an empirical study and the subsequent 

data generated, are to "assist" the preliminary causal model. 

C. A Review of Empirical Studies That Relate to the 
Methodology or Factors of Student Achievement in Journalism 

DeFotis (24) investigated and analyzed the working functions of 

the writer and attempted to suggest the educational means to achieve 

these goals. The investigation attempted, by reviewing the history of 

technical writing, to study the characteristics of the curricula. 

Viewing the discipline from sources such as technical writers, journalism 

instructors, educators, and science journalists, the study was able to 

present various sides. 

The study concluded that the most important facet of technical 

writing was the "scientific and technical information" to be presented 

and not the specific "form" of writing. The study further concluded 

that the technical writer should take his primary course work in his 

major area, and then develop his communication skills. In this way, 

technical writing would be classified as an integral part of any science 

or curriculum, and not just an extra dimension, 

Feinberg (31) attempted to determine entrance practices and criteria 

for admission of foreign journalism students. Utilizing data from a 

1965-66 field survey of 13 colleges and universities, a great variety 
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of practices and policies regarding foreign students was illustrated. 

A degree of competence in English grammar was termed as desirable for 

student success in journalism. 

Shaner (55) looked for significant differences between college 

students with high school journalism background and those without a 

high school journalism background. The study attempted to compare these 

differences with regard to their performance in college journalism 

classes and exposure to and attitudes towards the mass media. High 

school journalism programs were rated by writer's opinion "above 

average", "average", "below average". 

Students were compared in; (1) grades in college journalism and 

(2) English and speech classes. 

Skills such as ability to write and ability to determine a pub

lication's position upon current issues were examined. The attitudes 

measured were as follows: 

1, Attitude toward high school journalism 

2. Development of self-confidence from journalism courses. 

The study concluded that attitudes are extremely important to suc

cess in all journalism programs. 

A study by Spencer (58) investigated the effects on readers of 

grammatical errors in written English. The dependent variables were; 

1. Assessment of quality writing 

2. Attitude toward writing 

3. Comprehension. 
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The purposes were to test the theory that incorrect grammar didn't 

affect comprehension as much as it affected the attitude of the reader 

toward the writing. In support, language theorists believe that, since 

the English language is highly redundant, then errors in grammar might 

be overcwne by the repetition. However, it was also perceived that 

these errors might have an effect on the reader. The sample of 350 

college freshmen were given essays to read. Tests of quality assess

ment and comprehension followed. The results of the study illustrated; 

1. Attitude toward written message was affected by grammatical 

error. 

2. Comprehension appeared not to be affected by grammatical error, 

3. Level of verbal aptitude had an affect on perception of error. 

4. Verbal aptitude did not appear to have an effect on compre

hension. 

The study concluded that the concept of "incorrectness" as used 

by many English writing teachers needs further study and the area of re

sponse to written messages needs even further study. 

Studies have been conducted in English composition. However, since 

it is considered a similar conceptual area, the results of these in

vestigations were of concern. 

Using grades and standardized tests, Kunhart and Olsen (39) at

tempted to predict the success of students in freshman college English 

at Hartwell College, Salinas, California, The sample consisted of only 

students who had scored between the 30th and 75th percentiles on the 

Cooperative English Test. Students in this range were required to pass 

a review of high school (English A) with a C or better. If these criteria 



www.manaraa.com

17 

ware met, students could be admitted into a college English composition 

course. The English composition grade was the dependent or criterion 

variable. 

Basically, the investigation had two groups of students. In the 

first section (N=163) the predictor variables were English A grade, 

high school intelligence quotient score, and a high school English 

grade. 

The correlations with the composition grade were as follows: 

English A grade +.303, I.Q. score -.052, and high school English 

twelve grade +.306. The multiple correlation (R) was .418. 

Prom the original sample (N=163) a second strata of fifty was se

lected. This group included the following predictor variables: English 

A grade, high school intelligence grade, the cooperative English Test 

score, high school English grade, and the American Council of Educational 

Psychological Test Linguistic Score, The correlations with the English 

Composition grade were: English A grade +.333, I.Q. score +.277, 

Cooperative English Test Score +.307, and the American Council of 

Psychological Test +.174. A multiple correlation (R) from this group 

of fifty was .531. 

Kunhart and Olsen concluded that an improvement of predictions 

for composition was accomplished as additional information was added to 

the study. Thus, the addition of more variables that relate to writing 

increased predictive ability. 
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D, A Review of Multivariate Statistical Concepts and 

Empirical Results of These Conceptualizations 

1. General multiple regression comments 

In the conventional framework of regression analysis certain prob

lematic processes are encountered. For example, a research problem may-

relate to how well a variable or a set of variables can predict a par

ticular model of variable relationships. In this conceptual framework, 

to determine the predictive ability of a set of variables to explain 

another variable, multiple linear regression and correlation are the 

techniques utilized. Some key to variations in the dependent variable 

might be formulated by subtracting each score from the calculated mean 

for that variable. These deviations, called deviations from the mean, 

are then squared and summed to obtain the corrected sum of squares. With 

this foundation, the two component parts of the corrected sum of squares 

for the dependent variable can then be analyzed. The two parts, the 

sum of squares due to deviations from regression and sum of squares of 

regression, are partitioned to determine their relative contribution 

to the total sum of squares. The sum of squares due to regression 

represents the combined effects of the independent variables. This is re

ferred to as explained variation. 

What happens in this step is indicative of the entire predictive 

process. Thus, this reduction in total sum of squares attributable to 

the regression of the dependent variable on the group of independent 

variables is an index of the amount gained by using these predicted 

dependent variable scores rather than the mean of the dependent variable 
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for prediction, A statistical "F" test is employed to evaluate if the 

reduction in the sum of squares due to regression is significant. This 

test is actually a ratio of the sum of squares due to regression di

vided by the degrees of freedan involved to the sum of squares due to 

deviations from regression divided by the correct degrees of freedom (50), 

From this point another important relationship is developed. Using 

this multiple regression equation with a given set of independent vari

ables, a degree of the closeness between the predicted dependent vari

able scores and the observed scores is the multiple correlation coef

ficient, R, The larger the multiple correlation coefficient the closer 

the association. Using this concept, the square of the multiple cor

relation, r2, represents the ratio of the explained variation to the 

total variation (44). The researcher is able to interpret the pro

portion of total variation in the dependent variable which is explaine-d 

by the set of independent or predictive variables (44). 

Essentially, if is small, most of the dependent variable is 

unexplained (44). A large indicates that the regression method ac

counted for much of the variation in the dependent variable. Various 

regression techniques such as forward solutions, stepwise procedure, 

and backward solution are sometimes employed by the researcher to de

velop the regression equation (22). 
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E. Multiple Regression Analysis 

1. Backward solution 

In the backward solution model, given the model in which the 

possibility of all independent variables not contributing to the ex

plained variance is possible, the problem of elimination of those 

variables not contributing is encountered. As surmised, the statisti

cal and empirical objective of this process is revolved around the 

systematic removal of all non-contributing variables. Backward solu

tion was one systematic attempt. Draper and Smith (25) related the 

procedural sequence (1966:167-168) which involves the steps further 

developed in Chapter III of this study. 

Edwards (29) used multiple regression and path analysis statistical 

techniques in a study to predict innovativeness of Iowa farmers. Demo

graphic and social psychological factors were utilized in order to de

fine the conceptual area. 

Innovativeness was the dependent or criterion variable and the pre

dictor variables were; 

1. Age (X^) 

2. Education (X^) 

3. Scale of operation (X^) 

4. Cosmopolite behavior (X^) 

5. Media use (X^) 

6. Scientific orientation (X^) 

7. Risk orientation (X^) 
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All possible combinations of predictor variables were explored be

fore the final equation was determined. Using multiple regression 

techniques, the best predictor variables were found to be (X^) scale 

of operation, (X^) cosmopolite behavior, (Xg) scientific orientation, 

and (X^) risk orientation, and the final predictor equation, in cor

rected notation, became; 

Y . lyX, + + b;X; + b,X, . 

In an educational study, Byerly (15) used the backward solution 

multiple regression technique in a linguistics study to derive pre

diction equations for two groups: 

1. A group of students having a high school linguistics background 

2. A group of students not having a high school linguistics 

background. 

This study was further developed and a paper, "A Case for Network 

Analysis" (16) was presented at the 1970 American Educational Research 

Association (AERA) Convention in Minneapolis, Minnesota. That paper 

illustrated the applicability of the backward elimination multiple 

regression solution to conversion of standardized regression coeffi

cients in the explanatory path analysis framework. The backward 

elimination, multiple regression method is determined by the variables 

included in the initial conceptual model. 

In another educational study, Netusil (48) utilized backward 

multiple regression techniques to determine what factors of salary 

changes for Iowa superintendents, secondary school principals, and 



www.manaraa.com

22 

beginning teachers were instrumental in changes. Twenty-two descrip

tive variables were considered as predictor variables. Regression 

analyses were performed on the criterion variables and final equations 

were determined after applying the statistical test for loss. 

2, Forward solution 

Forward solution is predicated upon the premise that a predetermined 

order for the independent variables has been established (25). —Those 

variables exhibiting the highest degree of correlation with the de

pendent variable are normally thought to be of the highest degree for 

inclusion into the model. Variables are then added to the model in 

order of descending importance. 

The forward solution begins with a given, selected number of 

variables and proceeds to test each successive variable by means of the 

sequential procedures, A more detailed statistical discussion will be 

undertaken in Chapter III. 

3, Stepwise regression 

The stepwise regression model involves the opposite procedural 

operations from the backward solution. Whereas the backward solution 

is an elimination process, the stepwise is a forward additive system 

whereby variables are combined with those variables already given. 

Similarly with the backward regression technique, the stepwise re

gression technique has outlined an explicit objective — to retain only 

those variables which contribute to the explained variance (35), 
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Simplified, this regression solution is based upon a partial cor

relation procedure which minimizes the residual sum of squares. Ini

tially, the process begins with the "most important" predictor variable 

and continues until any or all of three teirmination procedures on con

ditions occur. 

Essentially, then the process involves entering each successive 

variable and then checking that variable for each of three termination 

conditions. If the variable fails on any, the process stops and the 

equation is finalized. If, however, all three provisional conditions 

are not met, the entire cycle is repeated. 

A more intensified discussion of the statistical components of the 

stepwise regression method, including the termination criteria, will 

be presented in Chapter III. 

Numerous studies involving the utilization of several multivariate 

statistical techniques have been done in education, but few of the studies 

have employed and contrasted the uses of these techniques. 

Lee (43) compared the techniques when using multiple regression 

and path analysis in a methodological study at Iowa State University to 

study role behavior. The emphasis of the study centered upon the de

terminants of role behavior. Primarily, the role behavior chosen was 

that of managers of fairm cooperatives. 

The major objectives of the thesis were; 

1. To delineate theoretical determinants of role behavior and 

construct causal models of role behavior. 

2. To apply path analysis to use in the adequacy of models and 

modifications of the model after data analysis. 
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3. To determine recommendations of improvements in measures used 

in testing the model. 

The study stated that use of path analysis was beneficial in 

making relationships among independent variables explicit as well as 

identifying and quantifying the magnitudes and relative strengths of 

each independent variable to the dependent variable. 

Coward (22) used two forms of multivariate regression techniques 

and contrasted and compared them to predict and generate models dealing 

with the subsistence of commerical transition in agricultural develop

ment. The two regression techniques that were used were backward multi

ple regression and stepwise multiple regression solution. 

Coward's study focused its comparison of the two techniques on: 

(1) the variable included in each of the two solutions and (2) the 

importance of the variables in each solution. From the analyses 17 

different variables were included in the final two solutions. Nine of 

the 17 variables were conanon to both solutions; 

1. Risk preference score (X^) 

2. Cosmopoliteness score (Xg) 

3. Farm size (Xg) 

4. Information orientation score and market score (X^q) 

5. Information orientation score and risk preference score (X^g) 

6. Market orientation score and risk preference score (X^g) 

7. Credit orientation score and risk preference score (X22) 

8. Credit orientation score and cosmopoliteness score (X^^) 

9. Control-over-nature score and risk preference score (Xg^). 
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In the backward solution the top four variables in terms of largest 

standard beta coefficients are: 

1. Risk preference score (X^) 

2. Control-over-nature score and risk preference score, (X25) 

3. Credit orientation score and control-over-nature score 

4. Information orientation score and risk preference score (X^g). 

This technique yielded an important insight; The importance of risk 

preference score, both alone and in interaction, as an important vari

able was apparent. 

In stepwise, as in backward, the actual variable names were im

portant only to illustrate the similarities of the two techniques. 

In the stepwise solution the four variables with the variables 

listed as the top four were; 

1. Risk preference score (X^) 

2. Control-over-nature and risk preference score (Xg^) 

3. Cosmopoliteness score (Xg) 

4. Information orientation score and risk preference score (X^^). 

The common variables of the four given for both solutions were 

given. These variables were listed as: 

1. Risk preference score (X5)  

2. Control-over-nature score and risk preference score (Xg^) 

3. Information orientation score and risk preference score (X^^). 

By utilizing these two techniques and comparing them, the top 

variable strengths were given. The variable which exhibited the most 

importance was the risk preference score. 
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F, Path Analysis 

1. Historical review 

The statistical multivariate method of path analysis was developed 

shortly before 1920 by the well-known geneticist Sewall Wright (65). It 

wasn't until the 1920's, however, that the technique appeared in pub

lications (64, 65). Although the technique was published in the 

1920's, it was not widely accepted. The main application of the 

technique was used only within the discipline of genetics. The reason 

for the limited reception of the technique may be found in its theoreti

cal dimension. 

The theoretical basis in causal terms limited the model conceptu

alization to the cause and effect notion. Thus, the causal relation

ship was stated: A causes B. 

In recent years, changes in theory regarding causation has moved 

the theory into the explanatory framework. That is, the model was now 

stated; A explains B. Increased uses of path analysis in the field 

of social sciences followed (26). This date climb was in sharp con

trast with prior use. 

To illustrate, the Educational Index shows how little causal nota

tion had been used. Only three articles before 1965 appeared in journal 

listings. However, the 1969 Index listed over fifty articles. 

A derivative of the path analysis technique, called the Simon-

Blalock approach, helped to stimulate further interest in the technique 

(1). Boudon (12) in 1965 termed the Simon-Blalock technique a "weak" 
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path analysis. Actually, the Simon-Blalock technique is formed by 

using only the first three steps of t..e path analysis approach (60). 

From 1966 until 1968 Duncan (26) demonstrated the utility of the 

path approach in studies dealing with demographic variables. The 

first entrance of the path technique to educational data was accomplished 

by Duncan and Blau (27), In this study they applied the path technique 

to a study involving occupational status with educational variables. 

Several additional factors have prompted the utilization of path 

analysis into the research of the social sciences. Most prominent, 

however, was the theoretical concern regarding causation. What in 1920 

began as a pattern of "cause and effect" (65) was later redefined to 

be inclusive of social science research. 

In summary, the present causal theory states, as viewed by Mario 

Bunge (14), that an independent variable may "explain" a portion of the 

variance of the dependent variable. 

2. Insights gained from the use of path analysis 

1. Path analysis regards and defines the magnitude of the various 

predictor variables and gives a method for the assessment of 

these unidirectional strengths. 

2. Path analysis facilitates the use of the calculated direct 

magnitudes (paths) in connection with the correlation coef

ficients to calculate the indirect components of the model. 

3. A measurement of the error component for the model is calculated 

and is represented by the residual path component. 



www.manaraa.com

28 

4, It provides standardized indices upon which the researcher 

can easily assess relativeness of measurement. 

3. Objectives of path analysis 

Essentially, two basic objectives of path analysis were aptly classi

fied by Coward. The objectives were; 

First to identify the form of the network of relationships 
that exist and second to analyze this network into the direct 
and indirect relationships of which it is composed (22, p. 14). 

4. The application of path analysis 

Path analysis has a role in research that Duncan defined as: 

The technique of path analysis is not a method for dis
covering causal laws but a procedure for giving a quantitative 
interpretation to the manifestation of an unknown or assumed 
causal system as it operates in a particular population (26, 
p. 177). 

With regard to role, Wright stated: 

Path analysis is an extension of the usual verbal inter

pretation of statistics not of the statistics themselves. It 

is usually easy to give a plausible interpretation of any sig
nificant statistic taken by itself. The purpose of path analysis 
is to determine whether a proposed set of interpretations is 
consistent throughout (66, p. 444). 

G. Theoretical Concerns of Path Analysis 

The theory which precedes any causal or path analysis is considered 

to be equally as important, if not more important, than the methodologi

cal analysis. The theoretical concerns are governed by these assump

tions or criteria: (43) 
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Causal ordering must be assumed before constructing the path 

diagram: Causal ordering is external or a priori with respect 

to the data analysis. From the data analysis, an investigator 

merely obtains the information as to the converiation of 

variables. Such information will only support an investi- • 

gator to assess the adequacy of his models. 

As far as causal orderings are concerned in this thesis, 

the essential element is that change in one variable is as

sumed, to a degree, to contribute to a change in another 

variable bat not that one is a "cause of another's existence". 

To adequately cope with sampling error, a large sample size 

is required. Also, measurement errors in all variables should 

be small. 

The relationships among the variables are assumed to be addi

tive, linear, and asymmetric. Also, the variables are 

measurable on interval scales. This assumption is necessary 

since path analysis uses recursive regression models (43, p. 117). 

Each criterion variable, or any dependent variable is assumed 

to be determined or explained by some combination of variables 

in the diagram. However, where complete determination does not 

hold, a residual variable uncorrelated with other variables 

must be introduced. These residual variables are assumed by 

definition to be uncorrelated with any of the immediate pre

dictors of the dependent variable (26), 
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Under the utilization of path analysis in this study, any feedback 

(direct or indirect) will not be considered as appropriate to the model 

conceptualization. Therefore, this study excludes non-recursive systems 

where instant reciprocal action might be considered. 

A more detailed statistical analysis of the path technique will be 

discussed in Chapter III of this study. 

H. Summary 

Much of the previous literature served as a foundation for the pre

sentation of techniques in Chapter 3. In brief, the following points 

appear to emerge from the literature: 

1. Adaptation of explanatory theoretical conceptualizations have 

allowed educational studies to be inclusive of causal theoiry. 

2. Causation evolved from a n.atural science background using a 

deterministic approach. 

3. The theory of concomitant variation is the basis for this study. 

4. What the entire causation movement did was to better under

stand the universe. 

5. The focal point of the theory of this study is the inter

ventionist theory. 

6. DeFotis (24) concluded that the most important facet of techni

cal writing was the "scientific and technical information" 

to be presented, 

7. Shaner (55) concluded attitudes were important in journalism 

prediction. 
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8. Various regression solution methods are frequently employed 

to develop sound methodological studies. 

9. Prior to 1965 path analysis vas used very little. 

10. Adaptation of causal theory to include explanatory theory 

prompted the use of path analysis in social science research. 

11. Path analysis is a technique for analyzing and quantifying 

the relative strengths of variables. 
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III. METHOD OF PROCEDURE 

This study was conducted with several basic purposes in mind. 

Initially, the investigation attempted to establish a predictor-

criterion relationship between the introductory tests (MSAT, EPT, 

and HSR) and first quarter grade point at Iowa State University. This 

yielded the appropriateness of the data for conceptual model building 

in predicting college success for journalism students. 

Second, the study attempted to distinguish what inferences could 

be made about student success in journalism at Iowa State University 

relevant to the student's prior record and achievement in other college 

academic areas. 

Third, the inquiry attempted to ascertain whether statistical 

techniques were capable of yielding additional insights and inferences 

regarding student's academic success by utilizing and contrasting multi

variate techniques such as multiple regression and path analysis. 

This chapter describes the methods and procedures that were used 

to gather and analyze the data necessary to conduct the study. The 

chapter has been subdivided into categories or parts as follows; 

1. Selection of population and collection of the data 

2. Criterion of student success in journalism at Iowa State 

University 

3. Prediction variables 

4. Basic assumptions 

5. Hypothesis to be tested 

6. Treatment of data 
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7. Variable-selection 

8. Regressions 

9. Path analysis 

10. Simsnary 

A, Selection of the Population and Collection of Data 

It was decided to include in this study the 217 journalism gradu

ates of Iowa State University between the years of 1965 to 1970. 

Through the assistance of Mr. James Schwartz, Head of Department, and 

Mr. Jerome Helson of the Iowa State University Journalism Department, 

the records of academic achievement of the frame were gathered. With 

the assistance of the Department of Journalism and Mass Communication 

and the listings given by the Iowa State University course catalog (38), 

the college courses of the graduates were considered. 

The population began with those students who were the Spring 1965 

journalism graduates and continued until it encompassed the most recent 

graduates. A quarter by quarter division yielded the following: 

Quarter Number Quarter Number Quarter Number 

Spring 1965 18 Winter 1967 3 Fall 1968 9 

Summer 1963 6 Spring 1967 22 Winter 1969 7 

Fall 1965 6 Sumner 1967 8 Spring 1969 26 

Winter 1966 7 Fall 1967 6 Sumner 1969 13 

Spring 1966 16 Winter 1968 7 Fall 1969 9 

Summer 1966 5 Spring 1968 21 Winter 1970 7 

Fall 1966 11 Summer 1968 10 

217 
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The entire frame or population would be utilized for further 

analysis. Of the 217 graduates, the records of 215 students were ac

cessible and found. In accord with many regression studies (50, 54), 

the population of 215 was considered adequate for analysis. 

In addition to the data gathered from the student record 

transcripts, additional data on each journalism graduate were then 

obtained from the Iowa State University Testing Service, The data 

were then analyzed and placed on code sheets. 

Utilization of the computer center services at Iowa State 

University was responsible for punching, verification, and compu

tational procedures. The coded data were recorded on code sheets 

and forwarded to the Iowa State University Computation Center, 

The coded information was then punched on International Business 

Machine (IBM) cards and confuted on the 360/65 IBM computer. Using 

various correlation, multiple linear regression, and path analysis 

techniques, combinations of predictor variables were analyzed. 
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B. Criterion of Success in Journalism at Iowa State University 

One of the most important goals or objectives of journalism at 

Iowa State University is to increase a student's ability to write and 

speak clearly, concisely, and accurately. Completion of the required 

program in journalism, then, would indicate that the desired objectives 

had been met. Success in journalism at Iowa State University, there

fore, can be assumed to be the completion of the prescribed course work 

and consequent graduation from Iowa State University Department of 

Journalism. 

The criterion of journalism success for this study, then, was the 

average of a combination of the grades achieved in journalism classes 

during the student's college training. This was referred to as the 

criterion variable (Y), The grades received by the students at the 

end of each quarter were used as measures of student success. 

The investigation adhered to the following literal aad numerical 

equalities: -

A = 400 

B = 300 

C = 200 

D = 100 

F = 000 

C. Prediction Variables 

The following measures were designated as predictor variables and 

were used to attempt to predict and explain student success in journalism 
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at Iowa State University. 

Two variables, English Placement Test (EPT) and Minnesota Scholastic 

Aptitude Test (MSAT) were recorded from the testing records of Iowa 

State University. A description of those two variables was listed as 

follows; 

Minnesota Scholastic Aptitude Test (MSAT); This test was divided 

into the following areas: reading comprehension, vocabulary, and 

verbal analogies. The primary purpose was to appraise the student's 

scholastic aptitude or general intelligence with consideration given 

primarily to the requirements of most college curricula. Mathematics 

was not involved in this instrument. This variable will, hereafter, be 

referred to as MSAT and will be designated as the variable, 

English Placement Test; This instrument gave evaluation of a 

student's background in various phases of English such as grammatical 

usage, active vocabulary, and organization. In general a low score 

dictated some possibility of difficulty with English, English Placement 

Test was designated as the variable. 

The remainder of the variables were recorded from the college 

transcripts of the journalism graduates. All courses listed on the 

student's transcript, with the exception of those listed in the as

sumptions, were classified and placed under one of the seven academic 

headings; 

1. Student's academic success in social sciences 

2. Student's academic success in written and spoken English 
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3. Student's academic success inhumanities 

4. Student's academic success in life science 

3. Student's academic success in physical sciences 

6. Student's academic success in mathematics 

7. Student's academic success in journalism. 

In addition, the student's first quarter grade point average was 

recorded from the transcript and called variable Xg. These categoriza

tions into these headings were accomplished by utilizing the divisions 

proposed by the Iowa State University General Catalog (38). A de

scription of the predictor variables follows: 

Written English and Speech Achievement; Measured by the student's 

grade point average in this area, this variable gave an index to the 

success the ISU journalism graduate had in writing and speaking courses 

in college. This variable also gave an index as to the student's gram

matical usage and general writing skill. This variable was called the 

variable (EiS). 

Humanities Achievement; Measured by the student's grade point 

average in this area, this variable gave the measure of college academic 

success that the student had in the areas of history, literature, 

philosophy, or foreign language. Related conceptual disciplines were 

also categorized in this division. Student humanities achievement 

(HUM) was referred to as the X^ variable. 

Social Science Achievement; This variable as measured by the 

cumulative college grade point average, indicated the student's 

academic success in college in the broad area called social science. 

Included were psychology, sociology, anthropology, economics, political 
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science, geography, industrial administration (except accounting) and 

other related courses in the social science core. The social science 

variable was called X^. 

Life Science Success; Measured by the student's grade point av

erage in this area, this variable related the student's college suc

cess in the living sciences such as botany, zoology, biology, genetics, 

bacteriology and other courses dealing with similar concepts. This 

life science variable was called X^. 

Mathematics, Computer Science, and Statistics Success; Measured 

by the student's grade point average in this area, this indice gave 

a degree of measure of the student's college competence and success 

in mathematics, computer science, or statistics. Other similar courses, 

such as accounting were also included. Hereafter, the student's academic 

success in mathematics will be referred to as the X^ variable. 

Physical Science Success; Measured by the student's grade point 

average in this area, this variable included the graduate's college 

achievement in disciplines such as: physics, chemistry, geology, 

metalluigy, biochemistry, and biophysics. Also, any related topical 

courses were listed under physical sciences. Student physical science 

success was listed as the Xg variable. 

The following additional data were obtained from the transcripts; 

High School Rank; Academic ranking denoted the process of order

ing, by cumulative grade point average, the students in a given high 

school class. The highest rank was 1. To compute each student's 

high school rank, the individual's rank in the total population was 
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divided by the total number of students in the class. Iowa State Uni

versity usually accepts only those students within the top half of their 

high school class. High school rank was referred to as the 

variable. 

D. Basic Assumptions 

From the objectives of this study, the following assumptions were 

made: 

1. The grades received in the student's course work at Iowa 

State University were a valid and satisfactory measure of 

achievement at the college level. 

2. A linear relationship does exist between the criterion measure 

and the prediction variables. 

3. The test scores the student received upon taking the MSAT 

and English Placement Test were satisfactory measures. 

4. By definition, all of those individuals in the population of 

the study were assumed to be "successful" in journalism if 

they met the requirements for graduation in journalism at Iowa 

State University. 

5. By definition, the relative success of a subject is measured 

by the student's grade point average as recorded on the 

student records. 

6. The study assumed that divisions of college courses given by 

the various colleges in the college catalog; (a) written 

English and speech, (b) humanities, (c) isocial sciences, (d) 
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life sciences, (e) physical sciences, and (f) mathematics 

student achievement at Iowa State University are accurate 

and indicative of the six major categories used-in the 

analysis. 

7. The study assumed that all of the graduates in the study are 

journalism majors, and that there is a catalog description of 

courses, which will be used to assign "professional" courses 

to one of the six areas, (i.e. Rationale for course assignment. 

If catalog description is X^, then course is assigned to ap

propriate category.) 

8. The study assumed that courses in physical education, ROTC, 

performance music courses, seminars, and workshops, if omitted, 

would have no significant effect on the study. 

E. Hypothesis to Be Tested 

The purpose of stating the null hypotheses is to formulate the 

empirical problem into testable statistical terms. The null hypothesis 

was assumed for the purposes of statistical inferences. It was postu

lated in the following manner; 

The Minnesota Scholastic Aptitude Test, high school rank, English 

Placement Test, written English success, physical science success, 

social sciences success, humanities success, life science success, 

and mathematics student achievement were of no significant value when 

used as predictors of journalism success for 1965 - 1970 journalism 

graduates at Iowa State University. 
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F. Treatment of Data 

The information collected from the student's transcript and from 

the permanent records of the student was coded and placed on Inter

national Business Machine data processing cards. Results were then 

processed by the Computation Center at Iowa State University. Programs 

written by the statistical laboratory and adapted for the International 

Business Machine 360/65 computer were used for the analyses, 

G, Variable Selection 

Just as the criteria for all research designs insist, the re

searcher must be extremely critical of the variables that are selected 

for use in this study. Certain a priori assumptions, which coincide 

with the present theory and the researcher's common sense, determine 

the final variable selection. The "best" regression evaluation is 

not necessarily judged to yield the most useful set of variables for 

path analysis (23). 

Variables are frequently selected for educational studies by the 

use of four criteria; (16) 

1. The correlational matrix among all variables in the study is 

computed and the variables which correlate the highest with 

the dependent variable are noted. 

2. The intercorrelation between the independent variables is also 

noted. However, if two variables have an extremely high 
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intercorrelation, it is possible that they are measuring simi

lar characteristics. 

3, The variables with the lowest standard error are considered, 

4, The variables which, by virtue of the researcher's "theoretical 

basis and common sense," the researcher chooses to include. 

Combinations of these four situations are one basis for variable selection. 

Much of the following review of the regression techniques is based on 

the work of Draper (25). 

H. Regression Techniques 

1^. Preliminary considerations for multiple regression analysis 

Correlations, Pearson product mcxnent coefficients, were computed 

for all predictor variables and interrelationships of criterion and 

predictor variables. The magnitude of these correlations was one 

criteria for selection of predictor variables. For the purposes of 

selection, a high correlation with the criterion (Y variable) was de

sired, However, while the predictor exhibited a high degree of rela

tionship with the criterion, it was theoretically desirable for that 

variable to exhibit low intercorrelations with the other predictor 

variables. 

Therefore, those variables which exhibit high correlation coeffi

cients with criterion variable indicated a strong relationship, A low 

intercorrelation among predictor variables indicated that they were 

measuring different or separate conceptual areas or different attributes. 
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Since the multiple correlation, R, was a measure of the degree of 

association between the predictor and criterion variables, the greater 

the magnitude of the coefficient the closer the association. Regression 

equations with a corresponding low standard error of estimate were de

sirable in order to indicate the reduction of error in the prediction. 

2. Backward solution 

Essentially, this solution or technique is predicated on the as

sumption that the best set of predictor variables can be selected from 

a larger set of variables by using certain criteria for variable deter

mination (25). 

In the backward solution method, starting with the five variable 

prediction equation, one variable elimination was atteiq)ted. In this 

framework, the significance of loss in prediction due to the elimina

tion was measured by the F test (62). This method of eliminating one 

variable at a time was continued until the dropping resulted in a loss 

of predictive capability. In this case, the process was repeated until 

a significant F indicated that further removal resulted in too great 

a predictive loss. From the variables that remained, the final backward 

prediction equation was formed. The actual computational procedure (25) 

is as follows: 

1. A regression equation containing all variables is computed, 

2. The partial F test is calculated for each variable. This 

variable is then treated as though it were the last to enter 

the regression equation. 
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3, The lowest partial F test value, F^, is compared with a pre

selected significant level, F^; 

Two conditional situations arise from this statement; 

a. If F^^F^; remove the variable which gave rise to F^. 

Then recompute the regression equation with the re

maining variables. Last, in this part of the process, 

re-enter stage 2. 

b. If F^^F^j adopt the regression equation as it now 

stands and include all variables now entered. 

In raw score form, the following regression equation with five 

variables was used to predict the criterion (journalism success); 

Y = b^X^ + bgX^ + bjXj + b^X^ + b^Xg + bo 

where 

X^ or Y = journalism success at Iowa State University 

X^ = English writing achievement 

X^ = humanities achievement 

X3 = social science achievement 

X^ = life science achievement 

X5 = physical science achievement, 

bo, bi, b2, b3, b4,- and.b6 or the regression coefficients were obtained 

from the multiple regression program. 

In order to evaluate the usefulness of each variable for predict

ing students' journalism success at Iowa State University, analysis of 

regression tables was computed for all regression combinations. Those 

values were entered and recorded in regression tables. 
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3. Forward solution 

Whereas the backward solution method begins with the complete 

set or largest set of prediction variables and eliminates the number of 

variables until the final equation is derived, the forward solution 

regression method is predicated on the premise that there was a pre

determined set or order of independent variables (25). Thus, by order

ing variables by a set of predetermined criteria, those independent 

variables which were assessed as having the highest degree of "import

ance" were placed first in the regression equation. The order of in

sertion of variables is determined by utilizing the partial correlation 

coefficient as an evaluation of variables not yet entered in the 

equation. In this way, the last variable to enter the regression 

equation was judged to be the least important. 

This solution (25) is initiated with the basic set of predictor-

criterion variable relationships and proceeds to test each successive 

addition to that independent set. When an additional variable no longer 

accounts for significant reduction in the sum of squares attributed to 

residual factors, the process is terminated. The F level of significance 

can be set. The procedure is as follows (25): 

1. The variable which exhibited the greatest degree of re

lationship with Y (criterion) is selected. 

2. The second step is to find the first-order, linear regression 

equation; Y = f(X^). 



www.manaraa.com

45 

3. Next, the partial correlation coefficient of Xj(J^l) and Y 

(minus effects) is computed. 

The mathematical equivalency of this step is to find the cor

relation between (1) the residuals from the initial regression 

[Y = f(Xj^)] and (2) the residuals from the regression equation 

A 
(not yet performed) Xj = 

4. At this point the Xj with the highest partial correlation coef

ficient with the criterion (Y) is chosen and a second regression 

equation Y = f(X^,X^4i) is fitted. 

5. The process is then repeated and the equation becomes: 

y = f(Xi,X2, ,Xk) 

When these variables are entered, the correlations are between 

A 
(1) residuals from Y = f(Xi, X2,...,,,Xj^) and 

A 

(2) the residuals from the euqation Xj = fjCXj^, X2,,...,Xj^) 

where (j) k). 

As each variable is entered into the regression equation, these 

calculations are done: 

1. r2, multiple correlation coefficient, indicating the percentage 

of explained variance. 

2. The partial F test for the variable most recently entered in

dicates whether that variable has taken a significantly greater 

amount of the variance over the amount removed by previous 

variables in other regression analysis. 
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When the partial F value for the newly entered variable becomes 

nonsignificant, the process is terminated. 

The hypotheses and subsequent steps are as follows (35): 

Step 1; Test = 0 

If this hypothesis is accepted (fail to reject), the process is 

terminated and the basic set of n variables is used to predict Y. 

Step 2; Test H2:Eo+2 ~ ® 

If this hypothesis is accepted (fail to reject), the procedure is 

terminated and the variables X2, X3,,..,Xn^.i are used to predict Y, 

Step 3; Test ® 0 

The basic test of the hypothesis = 0 is to reject if that 

ratio V ̂  Fa where Fq is a specified significance level. 

V = 
BiVCii 

RMS 

where = attributable reduction in the regression sum of squares 

when i^ variable is removed from the regression equation. The estimator 

A 
of B^ is B^ and is the i"^ diagonal element on the inverse matrix 

(x'x)"^. RMS refers to the statistical quantity, residual mean square. 

The generative regression technique, then, was as follows; 

Y » biXi 

which became: 

Y = biXi+ b2X2 + ... + bj^Xi 
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where i = 1, ...n and n continues until the variable being added does 

not contribute significantly to the reduction in residual mean squares 

and b is equal to the corresponding regression coefficients from 1 to n. 

4. Stepwise regression 

While the name, stepwise regression technique, does not imply a 

relationship, this procedure is statistically similar to the forward 

solution technique (25). 

One basic difference is, however, that the variables included in 

the regression equation are re-examined at every stage. Assuming that 

differences exist between theoretical variable selection and empirical 

analysis (16), the stepwise procedure accounts for these predictor 

variable relationships. That is, a variable which may have been classi

fied as the 'best' single variable predictor may, at a later stage, be 

dropped from the regression equation due to relationships between it 

and other variables now entered. 

Draper and Smith (25) stated; 

A variable which may have been the best single variable to enter 
at an early stage may, at a later stage, be superfluous because 
of the relationships between it and other variables now in the 

regression. To check on this, the partial F criterion for each 
variable in the regression at any stage of calculation is evalu
ated and compared with a preselected percentage point of the 
appropriate F distribution (25, p. 171). 

This process provides a judgement on the contribution of each 

variable as though it had been the last variable to enter. In the event 

of a non-significant F ratio, the variable is removed from the equation. 
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The process is continued until no variables are entered in the equation 

and no further rejections are made. 

The steps of the stepwise procedure are as follows (25): 

Step 1; The procedure begins by examining the correlation matrix and 

enters into the equation the variable (X^) that is most highly 

correlated with the dependent variable (Y). 

Step 2; Using partial correlations, the next variable to enter is the 

variable exhibiting the second highest correlation coefficient 

with the criterion variable. 

/\ 

Step 3; With the regression equation Y = f(X^, Xj), the method examines 

the contribution given by variable Xj if it had been entered first 

and variable X^ second. If the partial F is significant at the 

desired significance level, the variable X^ is retained. With 

variables (X^, Xj) already in the equation, the variable with the 

next highest correlation is selected. 

A 
Step 4: The regression equation now becomes Y = f(Xi, Xj, X^) and 

is determined by least squares. At this stage, partial F tests 

for X^ and Xj are made to determine if they should remain. 

Hanson (35) gives the termination procedures for stepwise re

gression as when: 

1. there is no variable to enter and no variable to remove; 

2. the procedure dictates that the same variable be entered and 

removed successively; this can be corrected by changing the F 

levels if the user so wishes; 

3. the total number of steps executed reaches the maximum number 
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of steps specified by the user. 

Operationally, however, the procedure appears in two basic phases 

(35). 

Phase 1; Enter a variable into the regression framework if it 

satisfied 

2 
where j = 1, 2, K-p and (t|)pfi = ^ ^ 

(k - r^p+i 

where p = number of variables in regression and Fetjn is the significance 

value chosen. 

At this point the termination checks are employed. In the event 

none of the criteria are satisfied, continue. 

Phase 2; Remove the variable if that variable 

(n - p - 2)r2 (n - p - 2) 

^ - 4  -

rj 

where j = 1, 2, ..., p and (t^)i < F remove. F remove is the set 

significance level for variable removable. Now, the termination pro

cedures are checked. If one of the criteria is satisfied, termination 

is done. If these criteria are not satisfied, the process is continued 

and enters Phase 1 again. 

I, Path Analysis 

1. Theoretical concern for the path models of the study 

The actual computational procedures for this technique will be 

discussed later in this chapter. However, conceptually, the framework 
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and subsequent model building is important. 

Research, even in its most theoretically conceived designs, is 

merely a snapshot on a sample of the actual happening (43). The con

ceptual framework relates to the research as capturing a bit of time 

and portraying those replications and implications of that moment. 

The difficulty, then, in evaluating these time frequency snapshots, 

in terms of simultaneous multivariate equations and designs, is evident. 

The supposition that an "instant and all" relationships occurs at this 

time is not feasible (43). 

Therefore, path analysis is one statistical attempt to overcome 

this deficiency. They do, however, have some similarities. Listed, they 

are; 

1. Path analysis techniques determine simultaneous relationships 

between the criterion and predictor variables, 

2. Path analysis uses conventional analysis for developmental and 

applied technique. But, path analysis is able to go beyond 

conventional statistical techniques by measuring the magnitudes 

of direct and indirect influences on the dependent variable. 

To illustrate, this technique evaluates not only the predictor 

variables on the criterion but also the predictors on pre

dictors. To word that in causal or explanatory framework; 

The technique explains causes of the phenomena, and it re

flects as to the causes of the causes (43). 

The single stage path analysis technique or network analysis, as 

it is sometimes called in single stage models (14), pertains to a set 
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of variable relationships which are linear, additive, and causal and 

whose variable measurements are on an interval scale (41), The vari

ables in this set may be called either exogenous or endogenous vari

ables. Endogenous variables are those variables of the models which 

are determined or explained by a combination of variables that the 

theory suggests. The exogenous variables are those which are not 

explained. In other words, no other variables in the model appear to 

be causing or explaining these exogenous variables. 

The purpose of this section of the chapter is to apply the path 

analysis technique to the present research study. The objectives will 

be to; 

1. Identify the form of the paths of relationships among 

variables that exist, 

2. Conceptualize these relationships in path models. 

2, Path models, path coefficients, and path diagrams 

The hypothesized relationship between a set of variables can be 

represented by a set of recursive (regression) equations. This is ap

propriate only if the relationships in the set are assumed to be uni

directional. For each endogenous variable a regression equation is 

written. This is cast with one variable as the dependent variable and 

the remainder of the variables as the independent variables. 

Land (41) illustrated how a path coefficient (Pj^) is equal to the 

least squares estimator of the standardized partial regression coef

ficient (b*j). Thus, by solving the appropriate set of regression 



www.manaraa.com

52 

equations for the hypothesized model and standardizing the partial re

gression coefficients, an estimate of the path coefficient is reached. 

The relationships that are statistically represented as a set of 

regression equations can be shown visually as a path model. The diagram 

for the single stage path or network model is illustrated in 

Figure 1. The path diagrams are drawn according to the conventions 

established by Land (41). These conventions are as follows: 

1. An hypothesized causal relationship is shown by a unidirectional 

arrow extending from a determining or predictor variable to a 

dependent variable. 

2. An hypothesized noncausal relationship (correlation) between 

exogenous variables is shown by a two-headed curved arrow. 

3. Each residual variable is related to its respective dependent 

variable by a unidirectional arrow. Literal subscripts, Z^, 

are attached to the residual variables to indicate that they 

are unmeasured variables. 

4. The numerical value of the path coefficient is entered beside 

the unidirectional arrow to which it corresponds. The value 

of the correlation coefficient may also be added to its cor

responding two-headed curved arrow. 

3. Preliminary -s±eps ta path,aoalyRis. . . 

a. Selecting the variable set The first step in path analysis 

is to select the operational set of variables. Based on the theoretical 

considerations presented earlier, a set of ten variables (nine predictor 
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Figure 1, Path Model I (single stage path or network model) 
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or independent variables and one criterion variable) was selected. 

The selected predictor variables included the following; written 

English achievement, humanities achievement, social science achieve

ment, life science achievement, mathematics achievement, physical 

science achievement, MSAT, HSR, and EFT. As mentioned previously, the 

dependent variable was student's journalism success. 

One final consideration revolves on the merit of consideration of 

conceptual model building techniques as instrumental in achieving the 

objective of prediction. However, path analysis is concerned with 

achieving the objective of explaining of a set of variable relation

ships. 

b. Assumption regarding the variables As was mentioned in 

Chapter II of the study, the path analysis technique is predicated on 

the assumption that the variables are linear and additive. The vari

ables were examined to determine the existence of linear and curvilinear 

relationships with the criterion measure. However, all relationships 

were determined to be linear and transformations into linear forms were 

not employed. Labovitz (40) sets an argument in support for this view, 

c. Variable ordering and model building with path analysis The 

next procedural phase in path analysis necessitates the explanatory 

ordering of the variables in the set. This ordering is necessary be

cause of the assumption of unidirectional explanatory relationships and 

also because multistage models were somewhat made easier by the time 

dimension involved within the sets. For example, MSAT, high school 
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rank, and EPT are all measures of student behavior prior to official 

college entrance. Therefore, these predictors form an explanatory net

work or model to the variable (first quarter college grade point 

average). Then, if after viewing the predictive and explanatory values 

of these on student college academic success, the three became repre

sentative of the six extensions of that criterion measure. Likewise, 

since the sit measures of college academic success are measures of 

student behavioral patterns, it is logical that they might explain a 

similar behavioral phenomena, student success in journalism. 

The final ordering of the predictor and criterion variables is 

given in the two path models (I and II) represented in Figures 1 and 2. 

Due to the problem of space and clarity, all correlations and the 

curved line segments representing these lines were omitted from 

Path Model II. 

4. Listing the recursive equations 

For each endogenous variable in the model a regression equation is 

written. The independent variables are those variables that were 

hypothesized in the model to be directly related to the variable under 

consideration. For example, the regression equation for variable X2 

will include variables and X^g. Following the procedure given 

by Land (41), the recursive equations for Path Model II are: . 

^1 = h,11.12,13 ̂ 11 + bl,12.11,13 X12 + h,13-11,12 ̂ 13+ ®1 (D 

*2 = ^2,II.12,13 *11 + b2,12.11,13 ^12 + b2,13.11,12 ̂ 13+ ̂ 2 (2) 

^3 = ^3,11.12,13 ̂ 11 + ̂3,12.11,13 ̂ 12 + ̂3,13.11,12 ̂ 13+ ̂ 3 (3) 
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Figure 2, Path Model II (multistage model) 
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^4 " ̂4,11.12,13 ̂ 11 + ̂ 4,12.11,13 ^12 + ̂ 4,13.11,12 *13+ «4 (4) 

^5 = ̂ 5,11.12,13 ̂ 11 + ̂ 5,12.11,13 ^12 ^5,13.11,12 ̂ 13+ ®5 

X6 = be,11.12,13 Xii + be,12.11,13 Xl2 be,13.11,12 Xl3+ @6 (6) 

X7 = b?,11,123456,12,13 *11 + ̂ 7,12.123456,11,13 ̂ 12 + 

b7,13.123456,11,12 *13 + ̂ 71.23456,11,12,13 ̂ 1 + 

b72.13456,11,12,13 ̂ 2 + bys,12456,11,12,13X3 + 

b74.12356,11,12,13X4 + ̂ 75.12346,11,12,13^5 + 

^76.12345,11,12,13X6 + @7 (7) 

5. Determining path coefficient values 

The initial step in the calculation of the path coefficients is to 

solve for the value of the partial regression equations in the recursive 

set of equations. After calculating these values a "t" test for sig

nificance was applied to each appropriate beta regression coefficient. 

The coefficients which exhibited a calculated "t" value less than the 

accepted tabular "t" level were removed from the model. After the re

moval of the direct arrows or paths of the non-significant regression 

coefficients, the equation was recalculated. This process was repeated 

until all remaining regression coefficients were significant at the 

.05 level. 

However, just as the literal symbols are extracted from the re

cursive equation, the lines representing these relationships are removed. 

The next step was the conversion of the partial regression coef

ficients into standardized regression coefficients, or path coefficients, 

and print these values on the appropriate lines of the diagram. Transfer 
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of the regression coefficients (b^'s) into standardized path coeffi

cients is accomplished by standardizing the appropriate regression co

efficient for each variable set. 

The formula was: 

b* = b. 
yx i 

W 

Zy2 
«9* 

6, Determination of residual paths 

Residual effects are entered into the model when the endogenous 

variable is not completely determined by the explanatory variables in 

the model. The residual path coefficient is interpreted as the propor

tion of unexplained variance not accounted for in the model. Land 

(41) claimed it was caused by variables outside the model under con-
I 

sideration. The residual path coefficient is measured by the expression: 

P . = >1 1 - r2 (41, p. 19). 
zi 

7. Quantifying indirect effects of the path model 

The path method of investigation can show the direct strengths 

of the independent variables in the model or can differentiate as to 

the relative strengths of each variable. Moreover, unlike other multi

variate techniques, the path method can yield the extremely important 

indirect effects of the independent variables. As stated earlier in 

this study, theoretically the independent variables should be totally 

unrelated and exhibit a low intercorrelation. However, in the empirical 

setting this is virtually impossible. Thus, the variable may work in

directly to cause or explain the dependent variable (16). 
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Therefore, an explicitly outlined procedure for determining the 

indirect effects of one variable or another in a path network has been 

outlined (41;). 

The total indirect effects of an independent variable on the cri

terion are indicated by the formula: 

Total indirect effects (TIE) of on Xj = r^j - . 

Since the indirect effects of any independent variable may involve 

paths through more than one variable, the separate components of the 

indirect effects can be calculated by using a formula given by Land (41): 

^ij = I ̂ ik^k 

lAere i and j denote two variables in the model and K includes all 

variables from which paths lead directly to the particular variable. 

The sum of all the indirect effects of an exogenous variable is equal 

to the total indirect effect of the variable. 

8. Summary of path analysis 

Summarizing then, path analysis and model building involve: (1) 

selecting and ordering variables, (2) testing relative strengths of 

direct relationships, (3) finalizing model, and (4) determining in

direct effects. 

J. Summary 

This chapter served as a methods and procedural foundation for 

the data analyzation to be used later in this study. In brief, the 

following points appeared to emerge from the procedural processes: 
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1. The population of the study were 217 journalism graduates of 

Iowa State University between the years 1965 to 1970. 

2. The criterion of students' journalism success was the grade 

point average achieved in journalism classes during the 

student's college training. 

3. The following variables were designated as predictor vari

ables; ES (Xj^), HUM(X2), SS(X3), LS(X^), MATH(Xg), PS(X^), 

HSR(Xii), MSAT(XJ^2>» and EPTCX^g). 

4. The null hypothesis was postulated in the following manner; 

The Minnesota Scholastic Aptitude Test, high school rank, 

English Placement Test, written English, humanities, life 

science, mathematics, and physical science student achievement, 

as measured by the grade point average, were of no significant 

value when used as a predictor of academic success for 1965-

1970 journalism graduates of Iowa State University. 

5. Variables are frequently selected by the use of four criteria. 

6. Backward solution regression techniques are predicated upon 

the assumption that the "best" set of predictor variables can 

be selected from a larger set. 

7. Forward solution regression techniques are predicated upon 

the premise that a predetermined set or order of independent 

variables is possible. 

8. Stepwise regression is based on a similar assumption with the 

forward method. Like the forward solution, variables are 
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ordered previously. The basic difference is, however, that 

the variable included in the stepwise equation are re

examined at every stage, 

9, Path analysis and model building involve; (1) selecting and 

ordering variables, (2) testing relative strengths of direct 

relationships, (3) finalizing model, and (4 ) determining in

direct effects. 
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IV. FINDINGS 

A. Chapter Contents 

This chapter contains sections devoted to the backward, forward, 

and stepwise multiple regression analysis techniques to determine pre

diction equations for student academic success in journalism at Iowa 

State University. Also, it contains sections of multi-stage path analysis 

used to determine additional insights about the problem. 

For educators the problem dealing with a multiple regression model 

involves, not just determining an estimate of parameters, but also to 

determine the variables to be included in the final prediction model. 

Also, the nature of relationships between these predictor variables and 

the criterion is considered. Therefore, given the objectives, the prob

lem centers upon choosing the "best" regression model. The problem to 

be solved relates, then, to the elimination of variables that are not 

contributing to the explained variance,R, of the model. To accomplish 

this, three regression models were utilized; backward, forward, and 

stepwise. On the other hand, to methodologically determine the magni

tude of direct and indirect relationships of the configuration of vari

ables, path analysis techniques were employed. 

B. Backward Solution Regression 

The mean scores and standard deviations for all the independent 

variables and the dependent variable were recorded in Table 1. 

From Table 1 the following information regarding the population 

of the study was concluded: 
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Table 1. Mean scores and standard deviations of the criterion and 
predictor variables 

Criterion and variables Mean score Standard deviation 

^1 
Written English 283.2837 57.8276 

^2 
Humanities 266.5767 53.8846 

^3 
Social Science 260.9302 56.1433 

Life Sciences 246.9581 68.0459 

^5 
Mathematics 210.1302 68.7519 

^6 
Physical Sciences 223.4047 69.5742 

*8 
1st Qtr. CPA 244.9907 66.8932 

*11 
High School Rank 30.0837 51.3560 

Xi2 MSAT 57.5767 10.4364 

Xi3 EPT 58.0233 11.2650 

Y Journalism Success 296.0930 44.2087 

1) the mean high school rank for journalism graduates was 30.08 

percent. The highest ranking percent was 1, 

2) The mean performance of the journalism graduates on the Minnesota 

Scholastic Aptitude Test was 57.57. 

3) The mean performance on the journalism graduates on the English 

Placement Test was 58.02. 

With regard to student academic performance, information on Table 1 

further illustrated that the journalism graduates had the highest grade 

point average in journalism (2.96), followed by the mean performance in 
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written English courses (2.83) and humanities grade point average (2.66). 

The lowest mean grade point recorded for the population of the study was 

mathematics success (2.10). 

However, in order to initially establish the relationships between the 

criterion variable and the predictor set of variables a correlation matrix 

was computed. The results of this computation were recorded in Table 2. The 

relationships among the predictor variables (intercorrelations) were also 

listed and recorded in this tabular summary. Then, from considerations of 

the criteria in Chapter 3, the "best" five predictor variables were se

lected. The remaining four variables were not judged, by the criteria, to 

be of value in the prediction equation. 

The hypothesis to be tested in this section was that written English 

(X^), humanities (X^), social-science (X3), life science (X^), and 

physical science (X^) were of no significant value when used as predictors 

of journalism success of students at Iowa State University. 

Upon inspection of Table 2, the variable with the highest correlation 

with the criterion was humanities success (X^) with a correlation coeffi

cient of .6590. Social science success (X^) was of the second highest 

magnitude and exhibited a correlation coefficient of .6486. High school 

rank was judged as the variable having the least amount of relationship 

(-.1611) with the criterion variable. 

The sunanary analysis of multiple regression for the "best five 

variable selection" was listed in Table 3. A closer inspection of Table 

3 revealed the summary of multiple regression for predicting students' 

success in journalism at Iowa State University. This table contained 

information obtained from the analysis of multiple regression for all 
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Table 2. Product-moment correlation coefficient matrix for predictor and criterion variables 

Variables 
*1 *2 *3 *4 *5 *6 *8 *11 *12 *13 

Xj^ Written English 1.00 

X2 Humanities .464 1.00 

Xg Social Science .477 .682 1.00 

X, Life Science 
4 

.384 .539 .576 1.00 

Xg Mathematics .387 .460 .389 .330 1.00 

X^ Phys, Science .373 .455 .479 .417 .363 1.00 

Xg 1st Qtr CPA .530 .518 .550 .475 .580 .440 1.00 

Xj^j^ HSR -.194 -.338 -.258 -.228 -.237 -.150 -.234 1.00 

XjL2 MSAT .419 .327 .421 .342 .266 .360 .392 -.113 1.00 

X^3 EPT .348 .310 .300 .306 .301 .163 .277 -.240 .574 1.00 

Y Journalism CPA .453 .659 .649 .530 .340 .465 .443 -.161 .384 .314 
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Table 3. Summary of analyses of multiple regression for all combinations of the predictor 

variables (X^, X^, X3, X4, and Xg) 

Variables used Variables F value 
for predictions eliminated sig. at 

No. Var. No. Var. 1% 5% Ry Ry^ St, error of estimate 

6 4 XiXgXiXa 58.8305 

^Indicates the best combination in each set. 
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possible combinations of the five selected predictor variables. Also in

cluded in the table were computed F values, standard errors of esti

mate, multiple correlation coefficients, Ry, and the multiple cor

relation coefficient squared R^, Data in this table were then used to 

select the "best" possible combination of independent variables for 

predicting student success in Journalism at Iowa State University using 

five, four, three, two, and one variable combinations for the prediction 

equation, 

1, Five variable prediction equation 

The regression equation used to predict the dependent variable 

with five variables (X^, X2, X3, X4, Xg) was: 

Y = b^Xi + b2X2 + bgXg + b^X^ + b^Xg + bg 

where 

Y = student success in journalism at Iowa State University 

X^ = written English success 

X2 = humanities success 

X3 = social science success 

X^ = life science success 

X6 = physical science success. 

The regression coefficient values of the five variables were as follows: 

bi = .0685 b^ = .0817 

b. = .2640 b- = .0681 
Z V 

b3 = .2066 bg = 117.0019 
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From these values, the raw score prediction equation in symbolic mathe

matical form became: 

Y = .0685 Xj^ + .2640 + .2066 Xg + .0817 X^ + .0681 Xg + 117.0019 

The conclusions and results of the five variable multiple regression 

analysis were listed in Table 4. A multiple correlation squared Rp of 

.5393, a multiple correlation of .7343, and a standard error of 30.36 

were recorded from the five variable analysis. The multiple correlation 

2 
coefficient squared, , indicated that the five variable model ac

counted for over 50 percent of the variance involved. The F ratio that 

was obtained, 48.92, was highly significant beyond the one percent 

significance level. 

Table 4. Analysis of multiple regression using five of the variables 

(Xi, X2, X3, X4, Xg) 

Source of variation d.f. Sum of squares MS 

Regression 

Residual 

5 225543.281 

209 192700.859 

45108.656 48.924** 

922.014 

Total 214 418244.140 

Standard Error = 30.36 

Ry (1,2,3,4,6) = .734 

Table F5 209 
Ry (1,2,3,4,6) » .539 

.01 = 3.02 

.05 = 2.21 

Denotes significance at the .05 level, here and throughout. 

irk. 
Denotes significance at the .01 level, here and throughout. 
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Therefore, the hypothesis that written English (X^), humanities (Xg), 

Social science (Xg), life science (X^), and pfhysical sciences (X^) were 

of no significant value in predicting success in journalism at Iowa 

State University was rejected. From the data, then, the results indi

cated that prediction of students' success in journalism at Iowa State 

University was possible. 

At this point in the analyses, it was imperative to see if any 

of the five predictor variables could be eliminated from the regression 

equation without causing a significant loss in the predictive ability 

of the remainder of variables. 

Referring to the summary of regression analyses (Table 3), the 

best four variable combination was sought. In this fashion, the loss 

of a variable could then be observed by con^aring the five and four 

variable regression analysis results, 

2. Four variable prediction equation 

Inspection of Table 3, the summary table, revealed the best com

bination of four predictor variables. They were; 

1. Xg = humanities success 

2, X3 = social science success 

3. X^ = life science success 

4, X^ = physical science success. 

The backward solution multiple regression analysis for this par

ticular four variable set was computed and recorded in Table 5. As 

in the five variable case, a highly significant value of F, (60.0456), 
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Table 5. Analysis of multiple regression using the four predictor 

variables (X2, "X3, X4, Xg) 

d.f. SS MS F 

Regression 4 223142.686 55785.671 60.046** 

Residual 210 195101.454 929.054 

Total 214 418244.140 

Standard error = 30. 480 Table glO 

01 = 3.32 

By(2,3,4, 
R/(2,3,4 

and 6) = . 

, and 6) = 
730 
.534 

' 
05 = 2.37 

was found. This reinforced the earlier conclusion that combinations 

of these variables (in this case X^, X^, X^, Xg) could be used for pre

diction of the criterion variable. The following regression coefficients 

for the four variable set were computed: 

b2 = .2788 

b3 = .2224 

b4 = .0869 

b6 = .0759 

bo = 125.3278 

Thus, in raw score form, the prediction equation for four variables became: 

Y = .2788 X2 + .2224 X3 + .0869 X4 + .0759 Xg + 125.3278 

Considering the loss of the written English variable, a test to determine 

if a significant decline in predictive ability had occurred, was then 
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computed. This tested the hypothesis that written English (X^) could be 

dropped from the backward prediction equation without a significant 

loss of predictive ability. Results of that test were printed in 

Table 6. 

Table 6. Test for loss in predictive ability due to the elimination 
of the English writing ability variable (X^) from the five 

variable regression equation 

Source of variation i d.f. Sum of squares MS F 

Regression (5 var.) 

Regression (4 var.) 

Loss (Xj^) 

Residual (5 var.) 

Total 

5 225543.281 

4 223142.686 

1 2400.595 

209 192700.859 

214 418244.140 

.( 
Tabled values 

^1,209 = 

2400.595 2.6036 

922.014 

= 6.63 

= 3.84 

The F value of 2.6036, calculated in Table 6, was not significant. 

This indicated that the loss of the written English variable (X^) could 

be dropped from the prediction equation without a significant loss of 

predictive ability in predicting students' journalism success at Iowa 

State University. 

The analysis then proceeded to the best three variable set, as de

termined by the summary of multiple regression. Table 3. The results of 

that three variable analysis were summarized in Table 7. 
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Table 7. Analysis of multiple regression using the three predictor 

variables (Xg, X3, X4) 

Source of variation d.f. Sum of squares MS 

Regression 

Residual 

Total 

3 

211 

214 

Standard Error = 30,742 

Ry(2,3,4) = .723 

r2 = .523 

218828.961 

199415.179 

418244.140 

Table F 

72942.987 77.181** 

945.0956 

.01 = 3.78 

3,211 
.05 = 2.60 

3. Three variable prediction equation 

The best three variable prediction, as dictated by Inspection of 

data in Table 3, the summary table, included the humanities variable 

(Xg), the social science variable (X^i, and the life science variable (X^). 

Using only these three predictor variables in combinations, a prediction 

of journalism success for Iowa State University could be attempted. 

From the multiple regression analysis the following regression co

efficients were obtained: 

b2 = .2978 

b3 = .2459 

b4 = .1000 

bo « 127.8637 

In raw score form, the three variable backward regression equation 

became: 
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Y = .2978 X2 + .2459 X3 + .1000 X4 + 127.8637 

The three variable analysis of multiple regression, given in Table 7, 

yielded an F value of 77.1805. When compared to the tabled value 

(F3 211 = 3.78 at the 1 percent level), the result is highly significant 

beyond that level. This F; ratio again substantiated the prior assertion 

that students' journalism success could, indeed, be predicted using 

the three predictor variables (X2, X3, X4). The amount of total variance 

accounted for by these three variables (Ry) was found to be .5232. The 

multiple correlation coefficient Ry was .7233. 

At this stage, since one variable (X^) could be dropped without 

significant loss, a test to evaluate if the loss of the physical science 

variable (X^) in addition to the loss of written English (X^) would 

result in a significant reduction of predictive power was computed. 

The test for loss for two variables, Xj^ and X^, was recorded in Table 8. 

The results of Table 8 indicated an F value of 3.641, and the hypothesis 

was rejected. 

Significant at the five percent level, this F value indicated that 

the prediction process would be hampered and less efficient if the vari

able (Xg) were removed. Therefore, the physical science variable (Xg) 

was essential to the regression equation in order to predict journalism 

success at Iowa State University. 

From the preceding data analyses, it was determined by the backward 

solution regression technique that the most accurate equation contained 

the humanities variable (Xg), the social science variable (Xg), the 

life science variable (X^), and the physical science variable (X^). 
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Table 8. Test for loss in predictive ability of the criterion due to 
the elimination of the written English (X^) and physical 

science variables (Xg) from the five variable regression 
equation 

Source of variation d.f. Sum of squares MS 

Regression 
(5 var.) 

Regression 
(3 var.) 

Loss (X^, Xg) 

Residual 
(5 var.) 

Total 

209 

214 

225543.281 

218828.961 

6714.320 3357.160 3.641* 

192700.859 

418244.140 

922.014 

.01 = 4.61 

2,210 
.05 = 3.00 

The final regression equation in raw score form, for the backward 

solution method was as follows: 

Y = .2788 X^ + .2224 Xg + .0869X^ + .0759 Xg + 125.3278 

C. Forward Regression Solution 

The hypothesis to be tested in this section was similar to the 

hypothesis listed in the backward solution. 

It stated that no combination of these variables: ES (X^), HUM 

(X2), SS (X3), LS (X4), MATH (X5), PS (X^), HSR (Xj^j^), MSAT (Xig), and 

EPT (X^g) were of no significant value when used as predictors of 

students' academic success in journalism at Iowa State University. 
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The forward solution regression methods required a ranking, by-

partial correlation coefficients, of the predictor variables. The in

dependent variables were ranked by their correlation with the criterion 

and these results were recorded in Table 9. 

Close inspection of Table 9 indicated that the humanities success 

was the strongest variable (.6590) and that social science success fol

lowed with (.6486). Ranked third was the life science variable, C5296). The 

last two variables were EPT (.3138) and HSR (-.1611). 

As mentioned in Chapter 3, by entering first the variable ex

hibiting the highest correlation with the criterion and proceeding 

until termination (as designed in Chapter 3) occurs, the regression 

coefficients listed in Table 10 were found. Table 10 listed the variables 

in the order of their entry into the equations and their respective re

gression equations. In the final computer run, termination occurred. 

Examination of the corresponding t values for these regression coeffi

cients, and the variables not yet entered in the equation, yielded the 

variables that were judged to be non-significant at the .05 level of 

significance. From the data presented on Table 10, variable X^, written 

English success (ES) was judged to be non-significant. 

The forward regression equation, in raw score form, became: 

Y = b2X2 + b3X3 + b/^X^ + bgXg + b^ 

where 

Y = student success in journalism at Iowa State University 

X^ = humanities success 

X3 = social science success 
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Table 9. Rank ordering of predictor variables by size of correlation 
with criteria 

Rank Variable Correlation R^y 

1 X (HS) .6590 

2 X3 (SS) .6486 

3 ^4 (LS) .5296 

4 Xg (PS) .4652 

5 X^ (ES) .4526 

6 
1

 e
s .3843 

7 X^ (MATH) .3400 

8 X^2 (EPT) .3138 

9 Xj^^ (HSR) -.1611 

Table 10. Forward solution: partial regression coefficients 

Variables 1 
Regression equations in ùrder 
2 3 4 5 

*2 .5407 .3323 .2978 .2787* .2640* 

*3 
.2930 .2458 .2223* .2066* 

.0999 .0869* .0816* 

X 
6 

XI 

.0759* .0681* 

.0685 

Xi2 

X5 

^13 

^11 
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X, = life science success 
4 

= physical science success 

The regression coefficient values of the four variables were as follows: 

b2 = .2787 

II 

.2223 

II .0869 

bs = .0759 

bo = 117.002 

From these values, the final forward prediction equation became: 

Y = .2787 X2 + .2223 X3 + .0869 X4 + .0759 Xg + 117.002 

Changes in other parameters of the regression equation^ calculated 

in the forward solution are shown in Table 11. In this table the changes 

in the cumulative size of the R^, R^, and the additional R^ for the 

last variable were entered. 

The final result of the forward model is, by inspection of Table 11, 

a predictive model with four variables (X2, X3, X4, and X5) which yield 

a multiple R squared of .5335. A total of five variables (Xi, X5, X^, 

X12, and Xi3 ) were excluded from the final prediction equation of for

ward regression analyses. 

Thus, the hypothesis that no combination of variables: ES (X^), 

Hum (X2), SS (X3), LS (X4), Math (X5), PS (Xg), HSR and EPT 

(X23) were of no significant value when used as predictors of students' 

academic success in journalism at I.S.U, is rejected. Therefore, it is 
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Table 11. Forward solution: changes in characteristics of 

gression equations 

the re-

Variable entered Cumulative 
R2 

Additional 
R2 for last variable 

Cumulative 
r2 

*2 
.434 .4343 .425 

.508 .0740 .502 

.523 .0149 .514 

^6 
.533 .0303 .523 

concluded that the predictor variables do form a measure of students' 

academic success in journalism at Iowa State University. 

D. Stepwise Regression Solution 

An alternative procedure for data analyzation is the stepwise 

regression technique. Like the forward technique, but unlike the back

ward technique, stepwise regression is a forward solution procedure 

iAere variables are added rather than eliminated from the analyses. 

The objective, as was the case in the previous two, was to keep 

2 
only those variables which contribute to the explained variation, R , 

of the model. Essentially, the same hypothesis will be tested for this 

technique as was tested in the forward solution technique. 

The solution procedures discussed in Chapter III were applied to 

the study data. The procedure was to add variables until the partial F 

test of the last variable to be entered was less than 2.26, the table 
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value of F at ,05 level of significance. Previous variables were also 

dropped from the equation if their corresponding F ratio was less than 

2.26. 

Utilizing this procedure, a stepwise solution of six variables was 

obtained. These variables, their order of entry, and partial regression 

coefficients were listed in Table 12. 

Table 12. Stepwise solution: partial regression coefficients 

Regression equations in order 
Variables 12 3 4 5 6 

^2 
.541 .332 .298 .279 .299 .291* 

^3 
.293 .246 .222 .225 .218* 

.099 .087 ,090 .081* 

.076 .074 .076* 

Xll .073 .084* 

=13 .340* 

Viewing Table 12, the information yielded the stepwise regression 

equation, in raw score form, that follows: 

Y = b2X2 + b^X) + b^X^ + bgXg + biiXii + bigXig + bo 

where 

Y = student success in journalism at Iowa State University 

Xg = humanities success 

X3 = social science success 
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= life science success 

Xg = physical science success 

Xii = HSR 

Xj^3 = EPT 

The regression coefficient values of the six variables were as 

follows; 

b2 = .2909 

b3 = .2176 

b^ = .0811 

bg = .0760 

bii= .0836 

bi3= .3402 

bo = 102.457 

From these values, then, this final stepwise regression equation evolved: 

Y = .2909X2 + .2176X3 + .O8IIX4 + .0760Xg + .OSJôXn + .3402X^3 + bg 

Changes in the parameters of the regression equations calculated 

in the backward solution were exhibited in Table 13. The final six vari

able prediction equation is, by viewing Table 13, a predictive model 

with six variables (X2, X3, X4, X5, Xii, and X13) which yielded a 

multiple R squared of .5463. A total of three variables (Xi, X5, and 

X^g) were excluded from the final equation of stepwise regression analyses. 

In Table 13 the changes in the cumulative size of R^, R^, and the addi

tional R^ for the last variable were entered. 

Thus, the hypothesis that no combination of these variables; 
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Table 13. Stepwise solution; changes 
gression equation 

in characteristics of the re-

Variable 

entered 

Cumulative 
R2 R 

Additional 
^ for last variable 

Cumulative 
R2 

X2 .434 .434 .425 

X3 .508 .074 .502 

X4 .523 .015 .514 

^6 .534 .011 .523 

Xll .540 .006 .525 

Xi3 .546 .006 .528 

E S (X^), HUM (Xg), SS (X3), LS (X^), MATH (X^), PS (X^), HSR (X^^), 

MSAT (X^2), and EPT (Xj,) were of any significant value when used as 

predictors of student journalism success at Iowa State University was 

rejected. 

Therefore, the six variable combination, listed previously, did form 

a predictive measure of the expressed criterion. 

E. Single Stage Path or Network Analysis 

In order to check the appropriateness of the hypothesized single-

stage path model, (Model I, shown in Chapter III), it was desirable to 

examine the background of the population prior to their academic entrance 

at Iowa State University. In this framework, possible relationships to 

college achievement or success might be gained. Three records were 

available for examination: 
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1. High school rank 

2. MSAT (Xj2) 

3. EPT (X13) 

The model, at this point, involved the relationships which these 

variables might have on initial college success, journalism graduates* 

first quarter grade point. In other words, what magnitude of explana

tion could be assessed to initial college achievement by the use of 

these three variables. 

The correlation matrix for the predictor and criterion variables 

was recorded in Table 2. Inspection of the correlation matrix indicated 

that MSAT had the highest correlation (.3920) with the criterion (CPA) 

followed by EPT with .2767 and HSR with .2343. 

In the conceptual Model I, the computation of network coefficients 

was accomplished by the standardization of regression coefficients (14). 

In order to obtain those coefficients, the appropriate computer regres

sion runs were accomplished. 

Using the formula the computations of path coefficients were ac

complished as follows (14): 

The summary of the network or standardized beta coefficients was 

presented in column 2 of Table 14. 
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Table 14. Summary table for single stage path analysis 

Vari

able 

Total 

effect 

Total direct 

effect 
Total indi
rect effect 

(•V - fji) 

Component 

indirect 

effects 

Indirect ef
fect not 
explained 

^11 .234 .193 .042 on Xg g QO 

through X^^=.042 

Xi2 .392* .370* .022 X^2 ^8 o.OO 

through Xii=.Q22 

Xj^3 .277 .000 
Xj^3 on Xg 

.277* through Xn =.046 

oil Xg 0.018 

through Xj^2 =.213 
.259 

1. Computation of residual effects for single stage path model 

The residual path effects, the amount not accounted for in the 

model, were solved by the use of the formula (41): 

Zi = 1 - R2 

Following this procedure the network residual was computed and 

added to the final single stage model, Diagram 3. 

2, Interpretation of the network analysis 

Essentially, the pertinent question was what relationships con

cerning introductory college achievement (Xg) and subsequent later success 

(X^) can be explained by network analysis. Or, in other words, what 
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6 

Figure 3. Final single stage path Model I 
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insights did network analysis offer? 

In answer to the question two aspects will be considered. One 

aspect is called the theoretical dimension and the other is called the 

relative variable strengths. 

3. Theoretical dimension 

Based on the conceptual framework, the relationship of each of 

the variables Xii, X12» ^là Xg was examined using the network 

or standardized beta approach. On the basis of the empirical data, 

one variable (X13) lost its network path to the dependent variable (Xg), 

Therefore, only the remaining two, Xj^j, and Xj^2» were directly related 

to Xg. 

F. Analyzing Relative Variable Strengths 

In analyzing the final network model the variable which exhibited 

the strongest network path (.3702) was MSAT (X^g). High school rank 

exhibits a direct path of .1925. Therefore, when considering direct 

relationships, MSAT was a much more important selection. 

When considering the indirect effects listed in column 3 of Table 

14, English Placement Test (.277) was ranked the highest. Thus, while 

MSAT (X^2) had a strong direct effect on students' first quarter grade 

point average (Xg), the English Placement Test (X^^) exhibited the 

greatest magnitude of indirect strengths. Expressing this another 

way, the EPT, while not exhibiting a strong direct link, exhibited a 

strong indirect influence through the other predictor variables. The 
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total effects added another dimension. By summing the total indirect 

and direct effects, the grand total of network recorded in column 1 

of Table 14 is calculated. MSAT (.392) would be selected as the most 

important variable. 

Summarizing, then, the final model for the single stage path 

analysis would be the model illustrated in .Figure 3. Viewing Diagram 

3, the two variables (MSAT and HSR) have significant direct paths to 

college prediction of student success. While EPT does not exhibit a 

significant direct path, its indirect strengths are of the greatest 

magnitude. 

G, Path Analysis 

The analysis of educational data has been given new dimensions 

with the introduction of path analysis. This technique allows analysis 

of a complex network of direct and indirect configurations of variables 

and considering all possible relationships among the variables included 

in the set (17, p. 140). 

The hypothesized multistage model was shown in Figure 2 of Chapter 

III. The hypothesized relationships, represented by the unidirectional 

arrows of the diagram, will be tested. 

The purpose of this section of this chapter is to apply the path 

analysis technique to the research data. The analyses will differ because 

of the effects of predictor variables on other predictor variables will 

be considered in the indirect relationships of the model. 
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In order to test the hypothesized model the computational pro

cedures listed in Chapter HI will be followed. 

H. Direct Effects 

The first step in the computation of a path coefficient is to cal

culate the value of the partial regression coefficients. 

At this point, it is wise to equate the fact that the number of 

computer runs will be governed by the actual number of unidirectional 

arrows in the hypothesized model (14, p. 11). A listing of the partial 

regression coefficients derived from the computer printouts is given in 

Table 15. 

After the calculation of these regression coefficients (b^), a 

"t" test was applied to each coefficient. Those coefficients with a 

calculated t value lower than the table t value at .05 level, were 

eliminated and the equation was re-calculated without that variable (17, 

p. 149). 

This procedure was repeated until all paths were significant. All 

these significant paths are recorded in Table 15. The arrows represent

ing these significant regression coefficients are the straight line 

arrows remaining in Figure 4. The lines now deleted were those regres

sion coefficients that were non-significant. In studying Diagram 4, only 

three direct routes to the dependent variable still exist (X2 to X^), 

(Xg to X^), and (X^ to Xy). The remainder have been eliminated from con

sideration. 
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Table 15, Partial regression coefficients associated with the regression equations in the 

recursive set 

Dependent Xi X3 

E.S (X^) 

HUM (Xg) 

SS (X3) 

LS (X4) 

MATH (Xg) 

Phy. Sci. (X^) 

Journ. (Xy .0587 .2897* .2008* .0781* 
GPA .2978* .2458* .0999* 

^11 *12 '13 

.1422* 
•.1676* 

.3002* 

.3202* 

- .2266* 
..1489* 

-.2271* 
-.2546* 

..2391* 

..1323 

-.1725 

1.838* 

6.5002* 

1.203* 
1.510* 

2.0401* 
2.3151* 

1.6741* 
2.0972* 

.9651 

2.6786* 
2.3977* 

.654 

.0512 

.1613 

.7072 

1,0604* 
1.6433* 
1.7879* 

-.6075 

.0230 .0686 .0794 .1471 .2345 
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Figure 4. Final multistage path Model 11 
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The next step, operationally, was to convert these significant re

gression weights, listed in Table 15,into standardized regression 

As stated in Chapter III, the formula for these standardized betas or 

path coefficients ™ = ' — 

The summary of the direct effects for Model II is recorded in the 

path Sunanary table. Table 16, The path coefficients or direct effects 

are given in the second column. 

The next computation is the residual effect of the final multi

stage path model. As stated earlier in this chapter, the effects can be 

effects were computed and added to the model. The basis for these cal

culations are shown in Table 17. 

1. Indirect effects 

The next calculations involved a procedure for determining the rela

tive magnitudes of the indirect influences of the multi-stage path diagram. 

The method of calculation is proposed by Land, (41, p. 10); 

If the total effect of an exogenous variable Zj^ on an 
endogenous variable Z3 is defined as the bivariate corre
lation of the two variables, and if the direct effect is 
estimated by (the path coefficient), then the indirect 
effect must be estimated by ^12^32» in a more generally 
applicable form; Total Indirect Effect (TIE) of on Z3 = 

^31 - P3I. 

coefficients (b^^) and add them to the final path model in Figure 4. 

I. Computation of Residuals for Multi-Stage Path Model 

estimated by: \ 1 - . Following this procedure, the residual path 
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Table 16. Summary of multi-stage path analysis 

Total 
Variable effect TDE 

"ji 

TIE 

(Ry-Pjl) 

Component indirect 
effects 

.4526 0.00 .4526 
Xj^ on Xy thru X» 
X. on X^ thru X^ 

Xj^ on Xy thru 

Xg .6590* 

X3 .6466 

X4 .5 296 

.363* .2960 

.312 .3370 

.154 .3756 

X^ on Xy thru X^ 

Xg on Xy thru X^ 

X3 on Xy thru X2 
Xg on Xy thru X^ 

X on X, thru X, 

X^ on Xy thru X^ 

X5 .3400 .000 .3400 
X_ on Xy thru X_ 
X^ on x' thru 
XZ on x' thru X, 
5 7 4 

X on Xy thru X 
X, .4652 .000 .4652* X^ on x' thru X^ 

Xr on XL thru X, 

Indirect effect 
not explained 

.168 
.149 
.059 

.376 

.213 

.083 

.296 

.248 
^89 

.33 7 

.196 
.180 
.376 

.167 

. 121  
.051 

.339 

.165 

.149 

.064 

.378 

.077 

.000 

.000 

.000 

.001 

.047 
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Variable 
Total 
effect 

R 
TDE TIE 

Component indirect 
effects 

Indirect effect 
not explained 

Xj^j^ .1611 0.00 .1611 

.3843 0.00 .3843 

X^^ .3138 0.00 .3143 

on X. thru X. = .111 
on X thru x! = .067 
on 
4 

thru .030 
.208 

.047 

1 on thru Xo .106 1 on thru x! .124 1 on thru < .049 
.279 

I on X. thru X, .010 I on A thru = 
.037 I on 4 thru = .050 

.097 
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Table 17. Residual path coefficients 

Endogenous 

variables 

Regression 
equation no. R2 

Residual 

path 
coefficient 

Estimate of 

residual path 
coefficient 

X 
1 

2 

o
 

C
M
 

Za .89 

^2 
3 

o
 

C
M
 

Zb .89 

^3 4 .22 2c .88 

5 .15 Zd .92 

^5 6 .12 Ze .93 

*6 
7 .13 

"f 
.93 

Y 1 .52 Z 
g 

.69 

Using this statistical definition, the indirect effects were calculated 

and reported in the path analysis summary. Table 16. 

2. Component indirect effects 

The separate components were calculated by means' of the formula listed 

in Chapter III and recorded in the summary table, Table 16. 

J. Interpretation of the Multi-Stage Model 

The relationships illustrated in Figure 4 are viewed as a statis

tically satisfactory set of relationships. 

Thus, academic success in the humanities has the strongest direct 

link or path (.363) with the criterion measure (journalism success). This 

path is followed closely by (social science success) with .312 and 
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(life science success) with .154. 

In contrast, the remainder of the predictor variables do exhibit in

direct influence on the criterion measure through one of the three 

direct variables. Thus, in examining Table 16 and Figure 4, it can be 

seen that the life science variable (X^) has the strongest indirect 

force. However, the English writing variable (X^) and the life science 

variable (X^) exhibit almost as great an influence on the criterion 

through other variables. 

An important outlet for the indirect influences of the model is 

noted by X2. In almost every case, the component indirect effects travel

ing through X2 have the greatest magnitude. 

As indicated by Table 16, the paths in the model do not explain all 

the indirect effects associated with the variables. Therefore, as is the case 

with the variable Xj^, the total indirect effect (TIE) is listed as .4526. 

However, component additions yielded a total of .376. Thus, as was stated, 

the amount of explained component is subtracted from the total indirect 

effect (.4526), leaving .077 unexplained. 

The previous regression techniques of analyses indicated that a 

number of variables were related to the criterion measure. However, when 

considered together as the path technique emphasized, only three variables 

(X2, X2, and X^) are directly related to the criterion (Y) measure. 
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V. DISCUSSION 

As initially stated, this dissertation was concerned with the pre

diction and identification of academic measures which would predict a 

students' success in journalism at Iowa State University. Secondly, the 

study attempted to compare and contrast multivariate statistical tech

niques and, in so doing, illustrate insights or inferences that were 

gained. 

The general objectives of the study were to identify, theoretically 

and empirically, variables which were related to student^ success in 

journalism. It was hoped that in the pursuit of these objectives the 

goals for the methodology could also be achieved. 

Frequently, the implications of an investigation are enshrouded in 

the mathematical nomenclature of the statistical expressions. For 

this study, however, the implications were not quite so difficult to in

terpret. 

This study contains the following points of discussion; 

(1) Comparison of the population of the study to general Iowa State 

University norms 

(2) Comparison of the three multiple regression techniques 

(3) Implications of the regression models 

(4) Relative importance of variables 

(5) Utility of multiple regression findings 

(6) Implications of the path analysis 

(7) Limitations of the study 
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(8) Recommendations for further study, 

A. Comparison of the Population of the Study to General 

University Norms 

One further concern to the study was some measure of the comparison 

of the population of the study to the general student body. Before any 

inferences were made, examination of the relationship of the population 

of the study to the general college entrance standards was considered. 

The mean performance levels for the journalism graduates of the study and 

the norms generated by the students who entered in 1968 were considered, 

A review of the records of the Iowa State University Testing Service in

dicated that the 1968 mean scores on the measures of HSR, EPT, and MSAT 

were representative of any one year. Therefore, the year 1968 was 

selected for the comparison. With regard to HSR, the 3,739 Iowa State 

University students had a mean of 22.49 and a standard deviation of 16.53, 

The journalism graduates ranked in the 30,08 percent, approximately one 

half standard deviation from the mean. 

On MSAT, the journalism graduates were slightly over the norm; 

57,57 to 50,59. The standard deviation was 12,54, 

On the English Placement Test the journalists exceeded their all-

college counterparts 58.02 to 52.66. A standard deviation of 10,49 was 

recorded. 

Concluding, the population of the study was slightly higher on EPT 

and MSAT, but slightly below the mean on HSR. 

Since the population of the study was, however, well within the 

bounds of one standard deviation, the population of journalism students 
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did constitute a normally distributed pattern of measure. 

B. Comparison of the Three Multiple Regression 

Techniques 

Since a major goal or objective of this study is the identification 

of variables related to student success in journalism, a comparison is 

centered upon: (1) the actual variables included in each solution, and 

(2) the relative degree of importance of the variables that were included 

in the three solutions. These results are listed in Table 18. 

Table 18. A comparison of backward, forward, and stepwise regression 

solutions 

Backward Forward Stepwise 

Variables X (HS) X, (HS) X2 (HS) 
included X^ (SS) X^ (SS) X, (SS) 

X^ (LS) (LS) X^ (LS) 

Amount of explained 
variation, 

x; (PS) x; (PS) x. (ps) 
^ ® x„ (HSR) 

xj3(EPT) 

.534 .534 .546 

Percent of total 

variables 44 44 67 
entered 

From the examination of Table 18 a total of six different variables 

were included in the three equations. Four variables (X2, X3, X4, and X^) 

were conanon to all three equations. In addition, the equations for forward 

and backward solutions were inclusive of the same variables HUM (X2), 
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SS (X3), LS (X^), and PS (X^). 

From this, then, emerged four strong predictor variables. In the 

stepwise equation, however, high school rank (X^^) and English Place

ment Test (X^g) were added to the final prediction equation. 

It was also interesting to note that the variable (EPT), which was 

included in the stepwise solution, constituted, to some degree, a 

measure of the students' ability in performing one set of the fundamental 

operations of a journalist, English skills. 

Consideration must also be given to the predictive accuracy of the 

three final equations. As might be expected, the backward and forward 

solutions, since they employed the same predictor variables, had the 

same reliability figures. Both, as seen in Table 18, accounted for 53 

percent of the variance. The stepwise equation raised the figoce to 54 

percent. Thus, if cost were no factor, the stepwise equation pro

vided for a slightly elevated figure of reliability. 

In terms of the variables entering the regression equations, 44 

percent of the predictor variables were included in the backward and for

ward solutions whereas 67 percent were included in stepwise procedure. 

C. Implications of the Regression Models 

After viewing the results of the three regression techniques, it 

would appear that a wide general academic background would enhance a 

student^ chance of success in journalism. This may appear to be in sharp 

contrast to some present thinking on the matter. Theory might have 
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indicated that the written English skills would have been the most im

portant variable. The regression analyses, however, contradicted this 

theoretical approach. 

However, this general view regarding journalism may not be as di

vergent as it might seam, A wide knowledge of material should certainly 

be beneficial to the journalist. Moreover, these results appear to in

dicate that the philosophic aid logical approach to journalist problems, 

eminent in the humanities, could be quite an important aspect of jour

nalism. 

The relative strengths of a variable could be compared when each 

predictor variable was considered as a single independent variable (see 

Table 3). 

Using the regression, single variable criterion, the best single pre

dictor was humanities success (X^). 

D. Relative Importance of Variables 

Using the regression coefficients obtained in the three regression 

analyses, the relative importance of the predictor variables was con

sidered. A comparison of the standardized regression coefficients is 

presented in Table 19. 

Inspection of Table 19, revealed that the most important variable 

was judged to be the humanities success (X^) with a standardized coef

ficient of .339 in the forward and backward techniques and a coefficient 

of .355 with the stepwise technique. 
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Table 19. Standardized beta coefficients for the three multiple 

regression techniques 

Standardized beta coefficients 

Variables Backward Forward Stepwise 

Xl 

^2 
.339* .339* .355* 

^3 
.282* .282* .276* 

^4 .125* .125* .125* 

^5 

^6 
.118* .118* ,120* 

^11 
.096* 

*12 

X .087* 



www.manaraa.com

100 

The second ranking standardized beta weight (.282) was associated 

with the social science variable. The third ranking variable was 

(life science) with .125 followed by (physical science)with .118. The 

standardized beta weights listed for stepwise were slightly higher in 

each case. 

The conclusion, then, again substantiated that variable (humani

ties success), X3 (social science), X^ (life science) and X^ (physical 

science) were the key variables. 

E. Utility of the Regression Findings 

Use of the final regression equations could be of future predictive 

value to the Iowa State Department of Journalism and Mass Communications. 

From the comparison of the three regression prediction models, it 

could be concluded that the variables X^(HUM), X^ (SS), X^ (LS) and X^ 

(PS) constituted a reliable set of predictor variables. Their use, then, 

in an empirical setting would be of value. 

It must be remembered, at this point, that this study involved an 

ex post facto regression model. Therefore, an important assumption must 

be considered before future prediction utility would be feasible. The 

assumption, that this journalism population is representative of future 

journalism graduates, must be made. 

With this assumption in mind, prediction for future groups of students 

could be made within the predictive confidence limits of the study (a =*05). 
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Along similar lines, individual prediction would involve utilizing 

the prediction equation and determining the values within the "best" 

confidence intervals that were desired by the user. 

For example> one way to use the equation would be to formulate the 

normative measures for the population of this study. Hypothetically, in 

this way, a level of performance for the top journalism graduates could 

be ascertained. Similarly, the user of the prediction equation could es

tablish the minimum standard necessary for completion of the program. 

These standards could be arbitrarily set by the user. Likewise, if de

sired, a mean standard of performance could also be obtained from the 

population of this study. 

Using the three criteria (low, middle, and high points), utility 

could then be made to evaluate or guide incoming students. In this way, 

an evaluation stage for incoming or prospective journalists could be de

veloped at the completion of a year's study. As a group or as individuals, 

the academic grade point averages for the predictors could be calculated. 

Consequently, an equivalent predicted score, Y, would be given. Com

paring this score with the normative population scales could give, within 

the confidence limits, an indication of success or failure in the journal

ism program of a student or group. 

Besides being an introductory screening criteria, another function 

of the regression equations might be their use in evaluating students 

that were presently enrolled in the curriculum. In this way, the students' 

performance could be evaluated at the end of each year; and, again, a 

comparison with normative measures might yield some insights as to the 
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student's future chances. 

Therefore, in summarizing this section, the regression equations 

could be used for; (1) evaluation of progress of students presently en

rolled, and (2) determination of probability of student success for the 

journalism course of study. 

F. Implications from Path Analysis 

The results of the path analysis revealed several additional in

sights that were not apparent with the regression models. 

Similar to the regression analyses, humanities success (X^) was 

considered as having the strongest direct path to the dependent variable. 

All three of the multiple regression methods gave the prediction equation 

as including variables X2, X3, X^, and Xg. 

However, the application of the path analysis technique illustrated 

that the direct path from variable X^ (physical science success) was 

dropped. 

The indirect effects offered even more interesting inferences. The 

regression models indicated that some indication of performance on vari

ables X2, X3, X4, and Xg were necessary for prediction of student journal

ism success at Iowa State University. 

Written English (X^), which theory might support as the top variable, 

became more important when considering indirect effects. In terms of ex

plained indirect influences, it ranked as the second most important 

variable (.376). This suggested that additional consideration of 
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students' performance might be gained by viewing written English per

formance as a secondary indication of student performance. In other 

words, as might be expected, written English achievement appeared to have 

a positive effect on performance in other academic areas. Therefore, 

written English skills could give additional insights into student 

achievement in journalism. 

Another variable which had relatively no predictive value in re

gression analyses was mathematic success (X$). Viewed in the indirect 

framework, it became the fourth ranking variable. Again, although this 

variable had not yielded strong direct strengths, it had strongly inter

acted indirectly with the other predictors. 

Path analysis, then, was able to offer some interpretation of rela

tionships which the regression techniques had not featured. Commonly ap

plied, these indirect influences allow the practitioner additional insights 

upon which decisions may be based. 

G, Limitations of the Study 

Several problems evolved as a result of the investigation. One pre

liminary problem was related to transfer students. Some students trans

ferred to Iowa State University after previously completing a number of 

the academic requirements elsewhere. 

Including these measures would have necessitated making additional 

assumptions. Deletion of these records allowed the study to have com

parable measurements but forced the study to subtract these courses from 

the appropriate academic measures. 
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Another limitation of the study involved the fact that the total 

population was not sufficiently large to appraise possible changing 

patterns from 1965 to 1970. If numbers had been larger, regression 

analyses of a time sequence design could have been accomplished. 

One further point of discourse was concerned with the population in

cluding only those who had completed the program. More meaningful infer

ences might have been found with the inclusion of people who had failed 

to complete the program. Possibly a contrast of the graduates and those 

vAo experienced failure in the program might suggest further information 

relevant to the problem. 

H. Recooanendations for Further Study 

Several possible follow-up studies could be developed using the 

present study as a foundation. One study would be to partition the cri

terion variable (student success in journalism) into two conceptual areas. 

One segment of the criterion could be a measure of the student's academic 

success in journalism courses where writing was the primary consideration. 

The second segment of the criterion or the second partition could become 

the student's performance in journalism courses where writing skills were 

not involved. In this way, it might be possible that more accurate in

sights regarding student performance in journalism might be assessed. The 

prediction equation for the written journalism might possibly include a 

different predictive frame than the non-writing criterion. 

.Another possible study would involve introducing additional inde

pendent variables that measure student performance in other areas. For 
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example, this study predicted behavior based on past behavior. Possibly 

a more inclusive view could be obtained by viewing additional variables 

representing certain specified behavioral skills or performance criteria. 

With these additions, the possibility of encompassing skills and traits, 

other than those in academic performance, might be gained. 

One plan for further study could focus upon the comparison of this 

population with those students who failed to meet journalism graduation 

standards. These comparisons might provide further areas for research. 

Another research possibility would involve analyzing the data of the 

study and making certain assumptions relevant to student's academic stand

ing. In this way profile levels of the graduates would be possible. In 

addition, data on drop-outs could be compiled and normative patterns 

given. The comparison of drop-outs and graduates might prove fruitful in 

future journalism prediction studies. 

Still another possibility for further study would involve the com-

tination of several of the suggestions. Using the partitioning of grades 

as to a (1) high, (2) medium and (3) low degree of success, residuals 

could be plotted for each score within those groups. In this way a plot 

A 

of the predicted scores (Y) could be compared with the observed score (Y). 

Insights into the components of the error variance might be gained by 

this residual plotting. 
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VI. SUMMARY 

The-1960's ushered in an ever increasing wave of journalism students 

to the college campuses of the nation. Iowa State University was typical 

of the national scene and announced sharply increased enrollments for the 

years 1967 - 1969. Therefore, for practical reasons, journalism depart

ments found that more thorough research of the academic behaviors and 

traits of their graduates was necessary. Thus, the basis for this study 

was initiated. 

There were two general purposes in this study. First, the investi

gation attempted to determine the influence of student achievement in 

university academic areas, previous achievement, and aptitude on student's 

academic success in journalism. Second, the investigation compared and 

contrasted insights regarding student academic success in journalism re

sulting from various multivariate statistical approaches. 

The study included 217 journalism graduates of Iowa State University 

who completed the requirements for graduation during the years 1965-1970. 

Data were obtained from student transcripts and the records of the Iowa 

State Testing Service. All information was tabulated on International 

Business Machine Cards and processed by the Iowa State Computational 

Center. Programs written for the IBM 360/65 were used for the statistical 

analyses. 

The criterion variable for the study was the student's journalism 

grade point average achieved during college. The variables that were 

used for prediction of student's journalism success were as follows: 
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1. written English success (X^) 

2. humanities success (X^) 

3. Social science success (X^) 

4. life science success (X4) 

5. mathematics success (X^) 

6. physical science success (X^) 

7. high school rank (X^^) 

8. Minnesota Scholastic Aptitude Test (X^g) 

9. English Placement Test (X^g) 

Backward, forward, and stepwise solution were the three forms of 

multiple regression analyses applied to the data analyzation of the study. 

The objective of the regression analyses was to derive an equation which 

would yield a relatively high value with as few variables as possible. 

Each of the variables was significantly related to the criterion or de

pendent variable. 

The testable null hypothesis was as follows: 

No combination of academic predictor variables can be used to pre

dict students' academic success in journalism at Iowa State Uni

versity as measured by grade point averages achieved by the journal

ism graduates from 1965 to 1970. 

Analysis of the backward-solution, multiple regression technique 

showed that the best set of predictor variables included; (humanities 

success), (social science success), X^ (life science -success), and X^ 



www.manaraa.com

108 

(physical science success). Using this four variable regression combina-

2 
tion produced a multiple correlation coefficient squared, R , of .54. 

Results of the forward solution multiple regression analysis were 

identical to the backward solution. Along with the four variables deter

mined by forward and backward methods, the stepwise regression technique 

yielded an additional two predictor variables into the final equation. 

The variables were (HSR) and (EPT). 

All three regression techniques explained a similar amount of vari

ance, R^: backward .53, forward .53, and stepwise solution .54. 

The application of path analysis and conceptual model building 

yielded several additional insights into the determination of variables. 

First of all, the variable which exhibited the greatest degree of relation

ship with the criterion was variable (X^) humanities student success 

with a total effect of (.6590). The humanities variable, (X^), 

with a standardized beta of .363, also ranked as the most important 

variable of the model, as estimated by the magnitude of that direct path. 

The second ranking variable in path magnitude was X^ (social science suc

cess) which exhibited a direct path of .312. 

In analyzing the indirect paths, several other variables were con

sidered. The physical science variable (X^) recorded the highest component 

indirect effect (.378). The written English variable (X^), which was not 

present in any regression models, became an important indirect effect. A 

total component indirect effect of .376 was recorded for that variable. 

Likewise, the life science variable (X^) exhibited the same component 

indirect effect (.376) as the written English. Moreover, the life science 
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variable was responsible for the third highest direct effect, ,154. 

From the results of this study, then, it vas concluded that the 

best predictor variable for academic success of journalism students at 

Iowa State University was the humanities variable (Xg). 

However, the best combination of predictor variables used to predict 

the criterion were inclusive of four variables; X2 (humanities success), 

(social science success), X^ (life science success), and X^ (physical 

science success). 
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